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## ABSTRACT

Frequency response techniques are a valuable tool in the analysis and synthesis of linear systems. Extension of these techniques is made to analyze and design systems with a single-valued nonlinear element. The relationship between the characteristics of a nonlinear element and the frequency of the system is developed by simple calculations and a digital computer program.
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## I. INTRODUCTION

Frequency response techniques are a valuable tool in the analysis and synthesis of linear systems. Reasons for this are, in part, the ease of presentation and manipulation of block diagrams and transfer functions, and in part, the ease of computation and interpretation of Bode diagrams and Nichol charts. It is therefore desirable to extend these techniques to include nonlinear systems. Block diagrams with nonlinear elements can be handled with the addition of some new rules. Handling transfer functions that include nonlinearities presents more of a problem. The nonlinear element's characteristics must be described in terms of frequency so that they can be treated mathematically with the linear part of the system. This thesis develops a technique which shows the relationship between the nonlinearity and the frequency response of the system. It then uses this relationship to perform analysis and synthesis of systems that contain nonlinearities.

Several assumptions are made and some conditions must be satisfied. The most important condition is that the nonlinearity be a single-valued nonlinearity. A singlevalued nonlinearity is one that for any given input has only one output. This condition eliminates elements such as backlash, negative deficiency, two-position relay, relay with hysteresis, etc. By making this condition, a
single-valued nonlinearity can be expressed as a variable gain device, with the gain a function of the signal into the device.

Two other main conditions are required. The first is the condition that the input to the system be a pure sine wave of constant amplitude. The second condition is that the input signal to the nonlinear component is a pure sine wave.

In order to describe the nonlinearity as a function of frequency, it must first be described as a variable gain device. This gain is a function of the signal amplitude into the element. Using the PARAMS program, a plot of the gain versus the signal amplitude can be made. Each curve in the resulting family is for a fixed frequency. With this plot the gain can be described as a function of frequency. Using this relationship between gain and frequency, the analysis can be completed on a frequency response plot with constant gain curves.

The analysis and synthesis techniques use the PARAMS program (reproduced in the computer print-out section) to make two types of plots. The first type of plot is a plot of nonlinear gain versus the signal amplitude into the nonlinear element with constant frequency. The second type of plot is a plot of the magnitude (or phase) of the open or closed loop function versus frequency. Each curve in the family is for a fixed value of gain for the nonlinear element.

A brief description of the operation of the PARAMS program is presented below. Let a transfer function be represented by.

$$
\begin{equation*}
T(s)=\frac{N(s)}{D(s)} \tag{1.1}
\end{equation*}
$$

Where $N(s)$ is of the form $A_{0}+A_{1} s+A_{2} s^{2}+\cdots A_{n-1} s^{n-1}+A_{n} s^{n}$ and $D(s)$ is of the form $B_{0}+B_{1} s+B_{2} s^{2}+\cdots B_{m-1} s^{m-1}+B_{m} s^{m}$.

Each $A_{k}$ and $B_{k}$ can be represented by,

$$
\begin{align*}
& A_{k}=C_{k}+D_{k} \alpha+E_{k} \beta+F_{k} \alpha \beta  \tag{1.2a}\\
& B_{k}=G_{k}+H_{k} \alpha+I_{k} \beta+J_{k} \alpha \beta \tag{1.2b}
\end{align*}
$$

Where $\alpha$ and $\beta$ are two variable parameters of the system. $T(s)$ can be represented by,

$$
\begin{equation*}
T(s)=\frac{N_{e}(s)+N_{o}(s)}{D_{e}(s)+D_{o}(s)} \tag{1.3a}
\end{equation*}
$$

and $T(-s)$ by,

$$
\begin{equation*}
T(-s)=\frac{N_{e}(s)-N_{o}(s)}{D_{e}(s)-D_{o}(s)} \tag{1.3b}
\end{equation*}
$$

Where $N_{e}(s)$ is the even order terms of the numerator of $T(s)$. $N_{O}(s)$ is the odd order terms of the numerator of $T(s), D_{e}(s)$ is the even order terms of the denominator of $T(s)$, and $D_{O}(s)$ is the odd order terms of the denominator of $T(s)$ 。

The mangitude squared function is,
$M^{2}=[T(s)][T(-s)]=\frac{\left[N_{e}(s)\right]^{2}-\left[N_{0}(s)\right]^{2}}{\left[D_{e}(s)\right]^{2}-\left[D_{0}(s)\right]^{2}}$

Each term of equation (1.4) is a even polynomial in s. Letting $s=j w$, equation (1.4) can be reduced to, ${ }^{1}$

$$
M^{2}=\frac{\sum_{k=0}^{N} A_{k} \omega^{2 k}}{\sum_{k=0}^{m} B_{k} \omega^{2 k}}
$$

Where $A_{k}$ and $B_{k}$ are given by equations (1.2a) and (1.2b).

By letting $\alpha$ or $\beta$ be a constant, plots of the remaining variable parameter ( $\beta$ or $\alpha$ ) versus magnitude can be made with frequency constant. In like manner, plots of magnitude versus frequency can be made with a constant parameter value.

Phase calculations can be made by utilizing the formula,
$\Theta=\tan ^{-1}\left[\frac{N_{0}(s) D_{e}(s)-N_{e}(s) D_{0}(s)}{N_{e}(s) D_{e}(s)-N_{0}(s) D_{0}(s)}\right]$
In this thesis $\alpha$ or $\beta$ represents the variable nonlinear gain.

1
Glavis, G.O., Frequency Response in the Parameter Plane, Master's Thesis, Naval Postgraduate School, 1967.

## A. PREFACE

As an introduction to the technique of nonlinear frequency response analysis, a fourth order system will be considered. The analysis is divided into two parts. One part is the analysis of the system with a nonlinear element in the forward path. The second part is the analysis of the system with a nonlinear element in the major feedback path. Each part will be analyzed for a saturation element and then analyzed for a dead zone element. All the assumptions made in the first chapter are valid for this example and all other examples used.

The second section of this chapter looks closer at the jump resonance effect that a nonlinear element can cause. The example taken is a simple second order servo with a saturation element in the forward path. The analysis techniques are the same in this example as were those in the first example of this chapter.
B. ANALYSIS OF THE FIRST EXAMPLE

The first example of this analysis is a fourth order system with a nonlinear element in either the forward path or the main feedback path. The fourth order system chosen for this example is a simple position servomechanism which is shown in Figure (2.1)。


Figure 2.1 POSITION SERVOMBCHANISM ESAMPLE OF CHAPTER 2

The transfer function of the amplidyne is,
$G_{a}(s)=\frac{k_{q}}{\left(s+\frac{l^{\tau_{f}}}{}\right)\left(s+\frac{1}{\tau_{q}}\right)}$
where $\tau_{f}=\frac{l_{f}}{R_{f}}$ and $\tau_{q}=\frac{l_{q}}{R_{q}}$
The motor-load combination transfer function is,
$G_{m}(s)=\frac{k_{m}}{s\left(s+\frac{1}{\tau_{1}}\right)}$

Where $\tau_{1}$ is the motor-load time constant and is predetermined.

The error detector has a gain of $k_{e}$.
Putting the position servomechanism into block diagram form is done and is shown in Figure (2.2). The nonlinear element in the forward path is fed by the error signal $\Theta_{e}$. The output signal, $\Theta_{a}$ feeds the nonlinear element in the main feedback path. These nonlinear elements are represented by blocks with their associated variable gain. $\alpha$ is the variable gain for the nonlinear element in the forward path and $\beta$ is the variable gain for the nonlinear element in the main feedback path. The two nonlinear elements are not in the system at the same time. Analysis will be done for the nonlinearity in the forward path and then for the nonlinearity in the main feedback path.


Figure 2.2 BLOCK DIAGRAM OF THE POSITION SERVOMECHANISM OF CHAPTER 2

Assume that $\frac{1}{\tau_{f}}=10.0, \frac{1}{\tau_{q}}=5, \frac{1}{\tau_{1}}=3$, and $k_{q} k_{m}{ }^{k} e_{e}=600$. The characteristic equation now becomes,

$$
\begin{equation*}
s^{4}+18 s^{3}+95 s^{2}+150 s+600 \alpha \beta=0.0 \tag{2.3}
\end{equation*}
$$

And the closed loop transfer function is,

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{600 \alpha}{s^{4}+18 s^{3}+95 s^{2}+150 s+600 \alpha \beta} \tag{2.4}
\end{equation*}
$$

When analyzing the system with a nonlinearity in the forward path, $\beta$ will be equal to unity. The converse is true when analyzing with the nonlinearity in the feedback path. $\alpha$ will then be equal to unity.

Many types of single-valued nonlinearities could be considered here. Two types are used in this example and in examples that will follow mainly for simplicity sake. These two types are saturation and dead zone. For this example the saturation element limits at 10.0. as shown in Figure (2.3a). Figure (2.3b) shows the dead zone element where the dead zone ends at 10.0 . The assumed magnitude of $\Theta_{i n}$ is 20.0. It could be any magnitude; however it must be specified for the analysis because the frequency response is a function of the magnitude of $\Theta_{i n}$. Because the gain of the nonlinear element is a function of the signal going into it, what is desired is a relationship between the gain of the nonlinear element and the input signal. However, it is hard to describe the signal going into the nonlinear element as a function of the nonlinear gain. It is easier to


Figure 2.3a Saturation element of example in chapter 2


Figure 2.3b Dead zone element in chapter 2
develop a relationship between the gain of the nonlinear element and $\frac{\Theta_{n l}}{\Theta_{i n}}$, where $\Theta_{n l}$ is the signal going into the nonlinear element and $\Theta_{i n}$ is the input into the system. For this example, $\Theta_{n l}=\Theta_{e}$ for the case of the nonlinearity in the forward path, and $\Theta_{n l}=\Theta_{\text {out }}$ for the nonlinearity in the main feedback path. This may be seen in figure (2.2).

For the case of the forward path nonlinearity, the gain, $\alpha$, may be described as,

$$
\begin{equation*}
\alpha=\frac{\Theta_{b}}{\Theta_{e}} \tag{2.5}
\end{equation*}
$$

Where $\Theta_{b}$ is the signal out of the nonlinear element.
Dividing both the numerator and the denominator of the right-hand side of equation (2.5) by $\Theta_{i n}$.

$$
\begin{equation*}
\alpha=\frac{\Theta_{b} / \Theta_{i n}}{\Theta_{e} / \Theta_{i n}} \tag{2.6}
\end{equation*}
$$

Referring to figure (2.3) for the saturation element. $\Theta_{b}=10$ when $\Theta_{e}$ is greater than 10 . When $\Theta_{e} \leq 10, \Theta_{b}=\Theta_{e}$ and $\alpha$ is equal to unity.

Substituting $\Theta_{i n}=20$ into equation (2.6) yields,

$$
\begin{equation*}
\alpha=\frac{\Theta_{0} / 20}{\Theta_{e} / \Theta_{i n}} \tag{2.7}
\end{equation*}
$$

Two cases now exist. When $\Theta_{e} \leq 10, \Theta_{e}=\Theta_{b}$ and

$$
\begin{equation*}
\alpha=\frac{\Theta_{e} / 20}{\Theta_{e} / 20}=1.0 \quad \Theta_{e} \leq 10 \tag{2.8a}
\end{equation*}
$$

When $\Theta_{e}>10, \Theta_{b}=10$ and

$$
\begin{equation*}
\alpha=\frac{.5}{\Theta_{e} \cdot \Theta_{i n}} \quad \Theta_{e} \geqslant 10 \tag{2.8b}
\end{equation*}
$$

From equations (2.8a) and (2.8b), a table may be drawn up giving the gain of the saturation element as a function of $\frac{\Theta_{e}}{\Theta_{i n}}$. This table would be the same for the saturation element in the main feedback path, by replacing $\Theta_{e}$ by $\Theta_{\text {out' }}$ $\Theta_{b}$ by $\Theta_{a}$ and $\alpha$ by $\beta$. Equations (2.8a) and (2.8b) become,

$$
\begin{array}{ll}
\beta=\frac{\Theta_{\text {out }} / 20}{\Theta_{\text {out }} / \Theta_{\text {in }}}=1.0 & \Theta_{\text {out }}<10.0 \\
\beta=\frac{.5}{\Theta_{\text {out }} / \Theta_{\text {in }}} & \Theta_{\text {out }} \geq 10.0 \tag{2.9b}
\end{array}
$$

This table for the saturation element is table (II.la). To use it, enter the left-hand column with $\frac{\Theta_{e}}{\Theta_{i n}}$ or $\frac{\Theta_{\text {out }}}{\Theta_{i n}}$ and read the corresponding value of $\alpha$ or $\beta$ respectively.

In like manner the dead zone device can be dealt with. Referring once again to figure (2.2)

$$
\begin{equation*}
\alpha=\frac{\Theta_{\mathrm{b}}}{\Theta_{e}} \tag{2.5}
\end{equation*}
$$

Dividing again by $\Theta_{i n}$ and substituting,
$\alpha=\frac{\Theta_{b} / \Theta_{i n}}{\Theta_{e} / \Theta_{i n}}=\frac{\Theta_{b} / 20}{\Theta_{e} / \Theta_{i n}}$
Looking at figure (2.3b), it is seen that for all input signals into the dead zone element, in this case $\Theta_{e}$, less than 10.0, the output, $\Theta_{b}$, is zero. Therefore,

$$
\begin{equation*}
\alpha=\frac{0.0 / 20}{\Theta_{e} / \Theta_{i n}}=0.0 \quad \Theta_{e} \leq 10.0 \tag{2.10a}
\end{equation*}
$$

And for $\Theta_{e}$ greater than 10.0 ,
$\alpha=\frac{\Theta_{b} / 20}{\Theta_{e} / \Theta_{i n}}$

$$
\begin{equation*}
\Theta_{e} \geq 10.0 \tag{2.10b}
\end{equation*}
$$

For the dead zone in the main feedback path, substitution once again obtains,

$$
\begin{array}{ll}
\beta=\frac{0.0 / 20}{\Theta_{\text {out }} / \Theta_{\text {in }}}=0.0 & \Theta_{\text {out }} \leq 10.0 \\
\beta=\frac{\Theta_{a} / 20 .}{\Theta_{\text {out }} / \Theta_{\text {in }}} & \Theta_{\text {out }}>10.0 \tag{2.1lb}
\end{array}
$$

From equations (2.11a) and (2.1lb) and figure (2.3b).

| $\frac{\Theta_{e}}{\Theta_{i n}} \text { or } \frac{\Theta_{\text {out }}}{\Theta_{i n}}$ | Saturation Element $\alpha$ or $\beta$ | Dead Zone Element $\alpha$ or $\beta$ |
| :---: | :---: | :---: |
| 0.00 | 1.000 | 0.000 |
| 0.25 | 1.000 | 0.000 |
| 0.50 | 1.000 | 0.000 |
| 0.75 | 0.670 | 0.333 |
| 1.00 | 0.500 | 0.500 |
| 1.25 | 0.400 | 0.600 |
| 1.50 | 0.333 | 0.666 |
| 1.75 | 0.28 | 0.715 |
| 2.00 | 0.25 | 0.750 |
| 2.25 | 0.22 | 0.778 |
| 2.50 | 0.20 | 0.800 |
| 2.75 | 0.18 | 0.817 |
| 3.00 | 0.17 | 0.834 |
| 3.25 | 0.15 | 0.846 |
| 3.50 | 0.14 | 0.857 |
| 3.75 | 0.13 | 0.868 |
| 4.00 | 0.125 | 0.875 |
| 4.25 | 0.118 | 0.880 |
| 4.50 | 0.112 | 0.887 |
| 4.75 | 0.105 | 0.894 |
| 5.00 | 0.100 | 0.900 |
| 5.25 | 0.095 | 0.905 |
| 5.50 | 0.091 | 0.910 |
| 5.75 | 0.087 | 0.914 |
| 6.00 | 0.083 | 0.917 |
| 6.25 | 0.080 | 0.920 |
| 6.50 | 0.077 | 0.923 |
| 675 | 0.074 | 0.926 |
| 7.00 | 0.071 | 0.929 |
| 7.50 | 0.067 | 0.932 |
| 8.00 | 0.063 | 0.938 |
| 8.50 | 0.059 | 0.941 |
| 9.00 | 0.055 | 0.945 |
| 9.50 | 0.053 | 0.948 |
| 10.00 | 0.050 | 0.950 |

Table II $\left.a \& b \quad a_{0}\right) \alpha$ and $\beta$ as Functions of $\frac{\Theta_{e}}{\Theta_{i n}}$ for the Saturation Element b.) $\alpha$ and $\beta$ as Functions of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ for the Dead Zone Element
a table similar to table (II.la) can be drawn up for the dead zone element. This table is table (II.lb). Once again enter with either $\frac{\Theta_{e}}{\Theta_{i n}}$ or $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ and $\alpha$ or $\beta$ can be read off respectively.

The next step in obtaining the frequency response is to find a relationship between the nonlinear gain, $\alpha$ or $\beta$, and the frequency. A relationship between the nonlinear gain and the signal into the element was just shown. Using the PARAMS program, a relationship between $\alpha$ or $\beta$ and frequency can be found. The PARAM-5 part of the program does this. Given a transfer function, it will draw a plot of gain, $\alpha$ or $\beta$, versus the magnitude of the transfer function with constant frequency lines drawn.

The case of the nonlinearity in the forward path will be considered first. In this case $\beta=1.0$ and $\Theta_{a}=\Theta_{\text {out }}$. Looking at figure (2.2),

$$
\begin{equation*}
\Theta_{e}=\Theta_{i n}-\Theta_{\text {out }} \tag{2.12}
\end{equation*}
$$

Divide both sides of equation (2.12) by $\Theta_{i n}$

$$
\begin{equation*}
\frac{\Theta_{e}}{\Theta_{i n}}=1-\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}} \tag{2.13}
\end{equation*}
$$

$\frac{\Theta_{\text {out }}}{\text { Oin } \text { has already been computed as equation (2.4) }}$

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{600 \alpha}{s^{4}+18 s^{3}+95 s^{2}+150 s+600 \alpha \beta} \tag{2.4}
\end{equation*}
$$

Substituting equation (2.4) into equation (2.13) and letting $\beta=1.0$.

$$
\begin{equation*}
\frac{\Theta_{e}}{\Theta_{i n}}=\frac{s^{4}+18 s^{3}+95 s^{2}+150 s}{s^{4}+18 s^{3}+95 s^{2}+150 s+600 \alpha} \tag{2.14}
\end{equation*}
$$

Using equation (2.14) and letting $\alpha$ vary between 0.0 and 1.5, a plot as described in the previous paragraph is obtained by the PARAM-5 subprogram of the PARAMS program.

This plot is figure (2.4), with $\alpha$, the nonlinear gain in the forward path as the ordinate and $\frac{\theta_{e}}{\theta_{i n}}$ as the abscissa. Constant $\omega$ lines, $\omega=0.4,0.6,0.8,1.0,1.2,1.4,1.6$, $1.8,2.0,2.2,2.4,2.6,2.8,3.0,3.2$ and 3.4 , were drawn by the PARAMS program. Using table (II.la) and table (II.lb), constant $\Theta_{i n}$ lines are drawn on figure (2.4) for the saturation element and for the dead zone element. The constant $\Theta_{i n}$ lines are drawn using $\alpha$ and $\frac{\Theta_{e}}{\Theta_{i n}}$ as the coordinates.

After drawing the constant $\Theta_{i n}$ curves on figure (2.4), it is seen that these curves intersect the constant omega curves in several places. The intersection of the constant $\Theta_{i n}$ curves with the constant omega curves, with the associated value of $\alpha$ at each intersection, determines a relationship between $\alpha$, the nonlinear gain, and $\omega$, the frequency of the overall system. With this relationship between $\alpha$ and $\omega$, the total frequency response will be obtained. Figure (2.4) shows a pair of relationships, one

for the saturation element and the other for the dead zone element. These two are in no way related to each other. They are both shown on the same plot so as to analyze two different cases at one time.

The final step in the analysis is obtaining the frequency response itself. Once again the PARAMS program is used. The PARAM-7 subprogram of the PARAMS program gives a frequency response plot with constant $\alpha$ or $\beta$ lines drawn on it. Because (for this analysis) the closed loop frequency response is desired, a plot of $\frac{o u t}{\Theta_{i n}}$ magnitude (dB) versus frequency with constant $\alpha$ curves is obtained. This is figure (2.5) with $\alpha$ curves of $\alpha=0.0,0.1,0.2,0.3$, $0.4,0.5,0.6,0.7,0.8,0.9,1.0,1.1,1.2,1.3,1.4$, and 1.5 drawn on it.

Now using the relation that was found in figure (2.4) between $\alpha$ and $\omega$ through the intersection of the constant $\omega$ curves and the constant $\omega$ curves, these points are plotted on figure (2.5). The coordinates to transfer these points from figure (2.4) to figure (2.5) are $\alpha$ and $\omega$. Where there is no exact $\alpha$ or $\omega$ line on figure (2.5), interpolation is used.

When looking at figure (2.5) it should be noted that the saturation frequency response shows some jump resonance around its resonance peak. This is characteristic of saturation elements and can be predicted from figure (2.4).


Figure 2.5 closed loop frequency response of the servomechanism with a nonlinearity in the forward path

To do this, trace the constant $\Theta_{i n}$ saturation curve in figure (2.4) from left to right. Note that it intersects the constant $\omega=1.4$ curve twice giving two values of nonlinear gain, $\alpha$, for $\omega=1.4$. This is part of the jump resonance effect and will be looked at more closely in Chapter 4.

To test the results of this graphical analysis, an analog simulation of the system was performed and the actual frequency response was obtained. How this simulation was performed and how the nonlinear elements were simulated is explained in Appendix A. The analog results are plotted on figure (2.5) as 'x'. The analog simulation was close enough to justify the conclusion that the graphical analysis was accurate in predicting the frequency response. Any difference between the predicted response and actual response is due to errors in graphical construction, reading of the graph and tolerance in the simulating equipment.

The main effort of this thesis is directed to closed loop frequency response. However, the open loop frequency response may be obtained in the same manner as the closed loop response. The means of obtaining the open loop response is in the final step of the analysis. When using the PARAM-7 subroutine of the PARAMS program, instead of using the closed loop transfer function, the open loop transfer function should be used. The plot that should be
obtained is the open loop magnitude ( $d B$ ) versus frequency with constant $\alpha$ curves drawn on the plot by the program. For this first case the plot is figure (2.6). The phase curve is superimposed for more information. The next step is the same as in the first case. Using the coordinate values of $\alpha$ and $\omega$ found in figure (2.4), redraw the constant $\Theta_{i n}$ curves on figure (2.6). The result is the open loop frequency response for a system with either saturation or dead zone in the forward path.

The next case in this example is a nonlinear element in the main feedback path. In this case $\alpha=1.0$ and $\Theta_{\text {out }}$ is the signal into the nonlinear element as shown in figure (2.2). Equations (2.9a), (2.9b), (2.1la), and (2.11b) have been developed for the nonlinear element in the main feedback path and the results tabulated in table (2.la) for a saturation element and table (2.1b) for a dead zone element.

Using the PARAM-5 subprogram of the PARAMS program, a plot of $\beta$, the nonlinear gain in the main feedback path, versus the magnitude of $\frac{o u t}{\Theta_{i n}}$ is obtained in the same manner as for figure (2.4). This plot is figure (2.7) and shows $\beta$ between 0.0 and 1.5 as the ordinate and $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ as the abscissa with constant $\omega$ curves of $\omega=0.4,0.6,0.8,1.0,1.2,1.4$, $1.6,1.8,2.0,2.2,2.4,2.6,3.0,3.2$, and 3.4 drawn by the program on the plot.


Figure 2.6 Open loop frequency response for a saturation and dead zone elements in the forward path


The next step in the analysis is the same as in the first case. Using the values in table (II-la) and table (II-lb), constant $\Theta_{i n}$ curves for saturation and dead zone are drawn on figure (2.7). The coordinates for drawing these two curves on figure (2.6) are $\beta$ and $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$. The intersection in figure (2.6) of the constant $\Theta_{\text {in }}$ curves with the constant $\omega$ curves with an associated $\beta$ for each intersection, gives the relationship between the nonlinear gain, $\beta$ and $\omega$ for the system.

The final step in this analysis of the second case is the obtaining of the closed loop frequency response. As in the first case, the PARAM-7 subprogram of the PARAMS program is used. Using equation (2.4) with $\alpha=1.0$ figure (2.8) is obtained with the magnitude of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}(\mathrm{dB})$ as the ordinate and frequency as the abscissa. Constant $\beta$ lines of $\beta=0.0$, $0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0,1.1,1.2$, 1.3, 1.4, 1.5 are drawn on the plot by the program.

Using the coordinate of the intersection on the constant $\Theta_{i n}$ curves and the constant $\omega$ curves, that is $\beta$ and $\omega$, the constant $\Theta_{i n}$ curves are drawn on figure (2.8). These curves on figure (2.8) give the closed loop frequency response of the overall system for a saturation element in the main feedback path and for a dead zone element. Note that there is no jump resonance in either response. This is as predicted by looking at figure (2.7) and observing that neither constant $\Theta_{i n}$ curves intersects a constant omega
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Figure 2.8 Closed loop frequency response for servomechanism with a nonlinearity in the feedback path
curve more than once. This could have occurred in both cases, saturation and dead zone, if the constant $\Theta_{\text {in }}$ curves had been shifted sufficiently to the right in figure (2.7). The shifting to the right of the constant $\Theta_{i n}$ saturation curve corresponds to raising the value at which the signal saturates. The shifting of the constant $\Theta_{i n}$ dead zone curve to the right corresponds to increasing the area of dead zone.

The results in this second case, a nonlinearity in the main feedback path, were also checked by analog simulation. The simulation results are plotted with 'x' and correspond enough to verify that the graphical analysis is correct.
C. STEPS IN THE ANALYSIS

The steps in the analysis are listed below for ease in following the process. The use of the PARAMS program makes this analysis realizable because of its speed and ease of calculation. At the present time, the PARAMS program is limited to a 49 th order system.

1. Draw the block diagram of the system, with the nonlinear element as a separate block. In order to use this technique, the nonlinearity must be a single-valued type.
2. Write the transfer function of the closed loop system. Also write the transfer function of the signal preceding the nonlinearity with respect to the input signal
into the system. In some cases these two transfer functions may be the same as in the case in this chapter where the nonlinearity was in the main feedback path.
3. Using the PARAMS program, or its equivalent, obtain a plot of the nonlinear gain versus the magnitude transfer function of the signal into the nonlinearity. This plot should have drawn on it constant $\omega$ curves for the frequencies of interest.
4. Obtain a relationship between the nonlinear gain and magnitude of the transfer function of the signal into the nonlinearity. This can be done several ways, one of which is described in this chapter.
5. Plot this relationship found in step 4 onto the plot drawn in step 3 using the nonlinear gain and transfer function magnitude as the coordinates. This is the constant $\Theta_{i n}$ curve.
6. The intersection of the constant $\Theta_{\text {in }}$ curve and the constant $\omega$ curves gives an associated value of nonlinear gain for each intersection. These intersections give the relationship between the nonlinear gain and frequency. In some cases there may be more than one associated value of gain for a certain frequency. This can be ascribed to a jump resonance effect.
7. Again using the PARAMS program or its equivalent, obtain a standard frequency response plot, either open or closed loop, with constant nonlinear gain curves drawn on
it. The values of nonlinear gain curves must correspond to the range of nonlinear gain found in step 6 .
8. Using the values of nonlinear gain and frequency found in step 6 as coordinates, replot the constant $\Theta_{\text {in }}$ curve on the plot found in step 7. This gives the closed or open loop frequency response - whatever the case may be - of a system with a nonlinear element to a constant magnitude input signal.
D. FURTHER INVESTIGATION OF THE JUMP RESONANCE EFFECT The frequency response for the system with saturation in the forward path, figure (2.5), shows a jump resonance around $\omega=1.4$. This jump resonance is to be expected with a nonlinear device. In Chapter 4 this effect will be shown for a dead zone element. To illustrate this jump resonance more clearly, another example will be shown here. The example is a second order feedback system which is used as an example in a nonlinear control textbook. ${ }^{2}$ Its block diagram is figure (2.9).

By letting $\alpha$ represent the variable gain of the saturation element, the closed loop transfer function may be written as.

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{200 \alpha}{s^{2}+s+200 \alpha} \tag{2.15}
\end{equation*}
$$

2
Thaler, G. J. and Pastel, M.P., Analysis and Design of Nonlinear Feedback Control Systems, p. 198, McGraw-Hill, 1952 .


Figure 2.9 Block diagram of a servo with saturation

What is desired is the frequency response with a constant input magnitude. $\Theta_{i n}$ is chosen to be $\Theta_{i n}=2.0$.

Following the steps in the analysis technique, the transfer function of the signal preceding the nonlinear element with respect to $\Theta_{i n}$, that is $\frac{e}{\Theta_{i n}}$, is derived

$$
\begin{equation*}
\Theta_{e}=\Theta_{i n}-\Theta_{\text {out }} \tag{2.16}
\end{equation*}
$$

Dividing by $\Theta_{i n}{ }^{\prime}$

$$
\begin{equation*}
\frac{\Theta_{e}}{\Theta_{i n}}=1-\frac{\Theta_{o u t}}{\Theta_{i n}} \tag{2.17}
\end{equation*}
$$

And substituting equation (2.15) into equation (2.17),

$$
\begin{equation*}
\frac{\Theta_{e}}{\Theta_{i n}}=\frac{s^{2}+s}{s^{2}+s+200 \alpha} \tag{2.18}
\end{equation*}
$$

By using the PARAMS-5 subprogram of the PARAMS and equation (2.18) , a plot of $\alpha$ versus $\frac{\Theta_{e}}{\Theta_{i n}}$ with constant $\omega$ curves is obtained. This plot is figure (2.10).

Next the relation between $\frac{\Theta_{e}}{\Theta_{i n}}$ and $\alpha$ is found.
Referring to figure (2.9)
$\alpha=\frac{\theta_{b}}{\theta_{e}}$
Dividing both the numerator and denominator of the right-hand side of equation $(2.19)$ by $\Theta_{i n}$.

$$
\begin{equation*}
\alpha=\frac{\Theta_{b} / \Theta_{i n}}{\Theta_{e} / \Theta_{i n}} \tag{2.20}
\end{equation*}
$$


and when $\Theta_{e} \leqslant 20, \alpha=1$ and when $\Theta_{2} 20$ 黄 $=2.0$ as the element goes into saturation. Two cases exist for $\Theta_{i n}=2.0$.

$$
\begin{array}{ll}
\alpha=1.0 & \frac{\Theta_{e}}{\Theta_{i n}} \leq 1.0 \\
\alpha=\frac{1.0}{\Theta_{e} / \Theta_{i n}} & \frac{\Theta_{e}}{\Theta_{i n}} \geq 1.0
\end{array}
$$

With equations (2.2la) and (2.21b), a table is con-
 This table is table (II.2) where $0.0 \leq \frac{\Theta_{e}}{\Theta_{i n}} \leq 10.0$.

Using the values in the table, the constant $\Theta_{i n}$ curve is plotted on figure (2.10). The intersection of this constant $\Theta_{i n}$ curve and the $\omega$ curves in figure (2.10) gives the relation between $\omega$ and $\alpha$ for a constant $\Theta_{i n}=2.0$.

The closed loop frequency response of the servo can now be obtained for a $\Theta_{i n}=2.0$. Using the PARAM-7 subprogram and equation (2.15), a plot of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}(\mathrm{dB})$ versus $\omega$ is obtained. This is figure (2.11) and has constant $\alpha$ curves of $\alpha=0.05,0.1,0.15,0.2,0.25,0.3,0.35,0.4$, $0.45,0.5,0.55,0.6,0.7,0.8,0.9$ and 1.0 plotted on it. Using the coordinates of $\alpha$ and $\omega$ for the constant $\Theta_{\text {in }}$ curve in figure (2.10) o the constant $\Theta_{\text {in }}$ curve is replotted onto figure (2.11). As may be seen, there is a large jump resonance effect between $\omega=6.0$ and $\omega=10.0$.

The jump resonance effect can also be seen in the phase curve of this exampie. The technique is similar to that of drawing the magnıtude frequency response. Using

| $\frac{\Theta_{e}}{\Theta_{i n}}$ | $\alpha$ |
| :--- | :--- |
| 0.0 | 1.0 |
| 0.5 | 1.0 |
| 1.0 | 1.0 |
| 1.5 | 0.667 |
| 2.0 | 0.500 |
| 2.5 | 0.400 |
| 3.0 | 0.333 |
| 3.5 | 0.286 |
| 4.0 | 0.250 |
| 4.5 | 0.222 |
| 5.0 | 0.200 |
| 5.5 | 0.182 |
| 6.0 | 0.154 |
| 6.5 | 0.143 |
| 7.0 | 0.133 |
| 7.5 | 0.125 |
| 8.0 | 0.118 |
| 8.5 | 0.111 |
| 9.0 | 0.105 |
| 9.5 | 0.100 |
| 10.0 |  |

Table II. 2
$\alpha$ as a Function of $\frac{\Theta_{e}}{\Theta_{i n}}$ for the
Saturation Element


Figure 2.11 closed loop inagnitude frequency response for a a servo with saturation
the PARAM-7 subprogram again, a plot of the phase of $\frac{\Theta_{\text {out }}}{\Theta_{i n}}$ versus omega with the same constant $\alpha$ curves is drawn. This is figure (2.12). Using the coordinates of $\alpha$ and $\boldsymbol{\omega}$ from figure (2.10), the constant $\Theta_{\text {in }}$ curve is drawn on the phase plot, figure (2.12). The jump resonance effect is seen again, though not as pronounced.


Figure 2.12 Closed loop phase frequency response for the servo with saturation

## III. FURTHER EXAMPLES OF NONLINEAR FREQUENCY RESPONSE ANALYSIS

A. INTRODUCTION

In this chapter, six examples are worked in order to further verify the validity of the analysis technique. Saturation, dead zone, an ideal relay, and coulomb frction plus stiction are the nonlinearities used in the examples. These nonlinearities are placed in various positions in the systems including the forward path and the minor feedback path. The first four examples were checked by analog simulation. Also in all six examples $\Theta_{i n}$ was assumed to be of magnitude $\Theta_{i n}=10.0$.

## B. FIRST EXAMPLE

The first example to be worked is a third order system with a saturation element in the forward path. Its block diagram is figure (3.1) where $\alpha$ represents the variable nonlinear gain of the saturation element. From figure (3.1).
$\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{9 \alpha}{s^{3}+s^{2}+16.25 s+9 \alpha}$
The saturation element has unity gain for $\Theta_{e}$ signals less than 50.0. Signals into the element greater than 50.0


Figure 3.1 Block diagram of example \#l where represents the variable gain of the saturation element
are limited so that the output of the element is 50.0 . The input-output diagram of the element is figure (3.2). Referring to figure (3.1)。

$$
\begin{equation*}
\alpha=\frac{\Theta_{b}}{\Theta_{e}} \tag{3.2}
\end{equation*}
$$

Dividing both the numerator and the denominator of the right-hand side of equation (3.2) by $\Theta_{i n}$

$$
\begin{equation*}
\alpha=\frac{\Theta_{j} / \Theta_{i n}}{\Theta_{e} / \Theta_{i n}} \tag{3.3}
\end{equation*}
$$

For a $\Theta_{i n}=10.0$, equation $(3.3)$ can be divided into two parts.
$\alpha=1.0$

$$
\begin{equation*}
\frac{\Theta_{e}}{\Theta_{i n}} \leq 5.0 \tag{3.4a}
\end{equation*}
$$

$$
\begin{equation*}
\alpha=\frac{5.0}{\Theta_{e} / \Theta_{i n}} \tag{3.4b}
\end{equation*}
$$

$$
\frac{\Theta_{e}}{\Theta_{i n}} \geq 5.0
$$

Equations (3.4a) and (3.4b) define the relationship between $\alpha$ and $\frac{\Theta_{e}}{\Theta_{i n}}$. It was seen in the previous chapter that this relationship is necessary to obtain the frequency response. These equations are tabulated in table (II.I). where the left-hand column is $\frac{\Theta_{e}}{\Theta_{i n}} \Theta^{\text {and } \alpha}$ is the value of nonlinear gain for the particular $\frac{e}{\Theta_{i n}}$.


Figure 3.2 Saturation element of example \#l

Having obtained the relationship between $\alpha$ and $\frac{\Theta_{e}}{\Theta_{i n}}$, the relationship between $\alpha$ and $\mathfrak{w}$ is found. Referring to figure (3.1),

$$
\begin{align*}
& \Theta_{e}=\Theta_{\text {in }}-\Theta_{\text {out }} \\
& \frac{\Theta_{e}}{\Theta_{i n}}=\frac{\Theta_{i n}-\Theta_{\text {out }}}{\Theta_{i n}}=1-\frac{\Theta_{\text {out }}}{\Theta_{i n}} \tag{3.5}
\end{align*}
$$

Substituting equation (3.1) into equation (3.5).

$$
\begin{equation*}
\frac{\Theta_{e}}{\Theta_{i n}}=\frac{s^{3}+s^{2}+16.25}{s^{3}+s^{2}+16.25+9 \alpha} \tag{3.6}
\end{equation*}
$$

Using equation (3.6) and the PARAM-5 subprogram, figure (3.3) is obtained where $\alpha$ is the abscissa and is the ordinate. Constant $\omega$ curves are drawn on figure ${ }_{\mathrm{i} \mathrm{e}^{\prime}}$ (3.3).

A constant $\Theta_{i n}$ curve is then drawn on figure (3.3) using the coordinates of $\alpha$ and $\frac{\Theta_{e}}{\Theta_{i n}}$ taken from table (III.1). The intersection of the constant $\Theta_{i n}$ curve and the $\boldsymbol{\omega}$ curves gives the relationship between $\alpha$ and $\omega$ for this analysis.

The next step is drawing the closed loop frequency response. A plot is made, using equation (3.1) and the PARAM-7 subprogram, of $\frac{\Theta_{\text {out }}}{\Theta_{i n}}(d B)$ versus $\omega$. This plot is figure (3.4) and has constant $\alpha$ curves on it over the range of $\alpha$ that is used. Using the coordinates of $\alpha$ and $\omega$

| $\Theta_{e}$ |  |
| :--- | :--- |
| $\Theta_{i n}$ | $\alpha$ |
| 0.0 | 1.0 |
| 1.0 | 1.0 |
| 2.0 | 1.0 |
| 3.0 | 1.0 |
| 4.0 | 0.033 |
| 5.0 | 0.715 |
| 6.0 | 0.625 |
| 7.0 | 0.500 |
| 8.0 | 0.454 |
| 9.0 | 0.416 |
| 10.0 | 0.385 |
| 11.0 | 0.357 |
| 12.0 | 0.333 |
| 13.0 | 14 |
| 14.0 | 1.0 |

Table III.1 $\alpha$ as a function of $\frac{\Theta_{e}}{\theta_{i n}}$ for the Saturation Element in Example \#l



Figure 3.4 closed loop frequency response of example \#l
from figure (3.3), the constant $\Theta_{\text {in }}$ curve is redrawn on figure (3.4). This constant $\Theta_{\text {in }}$ curve on figure (3.4) is the closed loop frequency response of the first example with the saturation element in the system. The analog simulation is denoted by 'x'.

## C. SECOND EXAMPLE

The second example used for analysis is a third order system with a dead zone element in the tachometer feedback path. The block diagram of the system is figure (3.5) where $\beta$ represents the variable nonlinear gain of the dead zone element. From figure (3.5), the closed loop transfer function is written,

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{9}{\mathrm{~s}^{3}+16.25 \mathrm{~s}+9+\beta_{\mathrm{s}}^{2}} \tag{3.7}
\end{equation*}
$$

The dead zone element is shown in figure (3.6). For a $\Theta_{a}$ less than 4.0, $\Theta_{d}$, the output, is zero. For a constank input of $\Theta_{i n}=10.0$, this condition exists when $\frac{\Theta_{a}}{\Theta_{i n}}$ is less than 0.4. In equation form,

$$
\begin{equation*}
\beta=\frac{\Theta_{d}}{\Theta_{a}}=\frac{0.0}{\Theta_{a}}=0.0 \quad \frac{\Theta_{a}}{\Theta_{i n}} \leq 0.4 \tag{3.7}
\end{equation*}
$$

From figure (3.6), it is seen that for $\Theta_{a}$ greater than 4.0, $\Theta_{d}=3\left(\Theta_{a}-4.0\right)$. Thus.

$$
\begin{equation*}
\beta=\frac{\Theta_{d}}{\Theta_{a}}=\frac{3\left(\Theta_{a}-4.0\right)}{\Theta_{a}} \quad \Theta_{a} \geq 4.0 \tag{3.8}
\end{equation*}
$$



Figure 3.5 Block diagram of example \#2 where $\beta$ represents the variable gain of the dead zone element


Figure 3.6 Dead zone element of example \#2

## Dividing the numerator and denominator of the right-

 hand side of equation (3.8) by $\Theta_{\text {in }}$ when $\Theta_{\text {in }}=10.0$.$$
\begin{equation*}
\beta=\frac{\left(3 \Theta_{a}-120\right) / \Theta_{i n}}{\Theta_{a} / \Theta_{i n}}=\frac{\frac{3 \Theta_{a}}{\Theta_{i n}}-12.0}{\Theta_{a} / \Theta_{i n}} \frac{\Theta_{a}}{\Theta_{i n}} \geq 0.4 \tag{3.9}
\end{equation*}
$$

Equations (3.7) and (3.9) give the relation between $\beta$ $\Theta$ and $\frac{e}{\Theta_{i n}}$. From these two equations, a table has been tabulated of $\beta$ as a function $\frac{\Theta_{a}}{\Theta_{i n}}$ over the range of $\frac{\Theta_{a}}{\Theta_{i n}}$ desired. This table is table (III.2) where $\frac{\Theta_{a}}{\Theta_{i n}}$ is the left-hand column and $\beta$ is the value read out for the corresponding value of $\frac{\Theta_{a}}{\Theta_{i n}}$.

Having found the relationship between $\beta$ and $\frac{\Theta_{a}}{\Theta_{\text {in }}}$, the relationship between $\beta$ and $\omega$ is now found. Referring to figure (3.5),

$$
\begin{equation*}
\frac{\Theta_{a}}{\theta_{\text {out }}}=s \tag{3.10}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{9}{s^{3}+16.25 s+9+\beta s^{2}} \tag{3.7}
\end{equation*}
$$

Multiplying equation (3.10) by equation (3.7),

$$
\begin{equation*}
\frac{\Theta_{a}}{\Theta_{i n}}=\frac{9 s}{s^{3}+16.25 s+9+\beta s^{2}} \tag{3.11}
\end{equation*}
$$

| $\frac{\Theta_{a}}{\Theta_{i n}}$ | $\beta$ |
| :---: | :---: |
| 0.0 | 0.0 |
| 0.05 | 0.0 |
| 0.10 | 0.0 |
| 0.15 | 0.0 |
| 0.20 | 0.0 |
| 0.25 | 0.0 |
| 0.30 | 0.0 |
| 0.35 | 0.0 |
| 0.40 | 0.0 |
| 0.45 | 0.333 |
| 0.50 | 0.600 |
| 0.55 | 0.819 |
| 0.60 | 1.00 |
| 0.65 | 1.16 |
| 0.70 | 1.28 |
| 0.75 | 1.40 |
| 0.80 | 1.50 |
| 0.85 | 1.59 |
| 0.90 | 1.67 |
| 0.95 | 1.74 |
| 1.00 | 1.80 |

Table III. $2 \quad \beta$ as a Function of $\frac{\Theta_{a}}{\Theta_{i n}}$ for the Dead Zone Element of Example \#2

Using equation (3.1l) and the PARAM-5 subprogram, a plot of $\beta$ versus the magnitude of $\frac{\Theta_{a}}{\Theta_{i n}}$ is obtained. This is figure (3.7) and has constant $\omega$ curves of $\omega=1.0,2.0$, $3.0,3.5,3.7,3.8,3.9,4.0,4.1,4.2,4.3,4.4,5.0,6.0$, 7.0 and 10.0 drawn on it.

The constant $\Theta_{i n}$ curve for the dead zone element of this example has been drawn on figure (3.7). The coordinates for this curve are $\beta$ and $\frac{\Theta_{a}}{\Theta_{i n}}$, and were taken from table (III.2). The intersection of the constant $\Theta_{i n}$ curve and the $\boldsymbol{\omega}$ curves in figure (3.7) gives the relationship between $\beta$ and $\omega$ for the system. Using this new relationship, the closed loop frequency response can now be drawn.

Equation (3.7) and the PARAM-7 subroutine are used to obtain a plot of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ versus $\omega$ with constant $\beta$ curves over the range of $\beta=0.0,0.1,0.2,0.4,0.6,0.8,0.9$, and 1.0. Using the coordinates of $\beta$ and $\omega$ for the constant $\Theta_{i n}$ curve on figure (3.7), the constant $\Theta_{\text {in }}$ curve is redrawn on figure (3.8). This constant $\Theta_{i n}$ curve on figure (3.8) gives the closed loop frequency response of this second example with the dead zone element of figure (3.6) in the tachometer feedback path. The frequency response was checked by analog simulation and is denoted by 'x'.
D. THIRD EXAMPLE

The third example is a fourth order system with a dead zone element in the forward path. The block diagram is figure (3.9) where $\alpha$ represents the variable gain of the



Figure 3.8 closed loop frequency response of example \#2


Figure 3.9 Block diagram of example \#3 where $\alpha$ represents the variable gain of the dead zone element
dead zone element. $\Theta_{e}$ is the signal going into the element and $\Theta_{b}$ is the signal coming out of the element. From figure (3.9), the closed loop transfer function is,

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{14.5 \alpha}{s^{4}+13 s^{3}+51 s^{2}+63 s+\left(s^{3}+10 s^{2}+21 s+14.5\right) \alpha} \tag{3.12}
\end{equation*}
$$

The dead zone element is shown in figure (3.10) where the ordinate is $\Theta_{b}$ and the abscissa is $\Theta_{e}$. The dead space extends to $\Theta_{e}=50.0$. For a $\Theta_{e}$ greater than 50.0, the gain of the element is two. From figure (3.9),
$\beta=\frac{\Theta_{b}}{\Theta_{e}}$
For $\Theta_{e} \leq 50.0$,

$$
\beta=\frac{0.0}{\theta_{e}}=0.0 \quad \frac{\Theta_{e}}{\theta_{i n}} \leq 5.0
$$

For $\Theta_{e} \geq 50.0, \Theta_{b}$ can be written as,

$$
\begin{equation*}
\theta_{b}=2\left(\theta_{e}-50.0\right)=2 \theta_{e}-100.0 \tag{3.15}
\end{equation*}
$$

Substituting equation (3.15) into equation (3.13),
$\beta=\frac{2 \Theta_{e}-100.0}{\Theta_{e}}$

$$
\begin{equation*}
\Theta_{\mathrm{e}} \geq 50.0 \tag{3.16}
\end{equation*}
$$



Figure 3.10 Dead zone element of example \#3

Dividing the numerator and denominator of the righthand side of equation $(3.16)$ by $\Theta_{i n}$ and realizing that when $\Theta_{e} \geq 50.0, \frac{e}{\Theta_{i n}}=10.0$, equation (3.16) becomes,

$$
\begin{equation*}
\beta=\frac{\frac{2 \Theta_{e}}{\Theta_{i n}}-10.0}{\Theta_{e} / \Theta_{i n}} \quad \frac{\Theta_{e}}{\Theta_{i n}} \geq 5.0 \tag{3.17}
\end{equation*}
$$

From equations (3.14) and (3.16) a table of $\alpha$ as a function of $\frac{\Theta_{e}}{\Theta_{i n}}$ is computed. This table is table (III.3) and has $\frac{\Theta_{e}}{\Theta_{i n}}$ in the left-hand column and the corresponding value of $\alpha$ in the right-hand column. The table gives the relationship between $\alpha$ and $\frac{\Theta_{e}}{\Theta_{i n}}$ for a constant $\Theta_{\text {in }}=10.0$.

After finding the relationship between $\alpha$ and $\frac{e}{\Theta_{i n}}$. the relationship between $\alpha$ and $\omega$ is found. Referring to figure (3.9) the transfer function of $\frac{\Theta_{e}}{\Theta_{i n}}$ is,

$$
\begin{equation*}
\frac{\Theta_{e}}{\Theta_{i n}}=\frac{14 . s^{2}+145 s+304.5}{s^{4}+13 s^{3}+51 s^{2}+63 s+\left(s^{3}+10 s^{2}+21 s+14.5\right) \alpha} \tag{3.18}
\end{equation*}
$$

Using equation (3.18) and the PARAM-5 subprogram, a plot of $\alpha$ versus $\frac{\Theta_{e}}{\Theta_{i n}}$ is made. This plot is figure (3.11) and has $\omega$ curves of $\omega=0.0,0.025,0.05,0.75,0.1,0.2$, $0.3,0.4,0.5,0.6,0.7,0.8,0.9$ and 1.0 plotted on it.

The constant $\Theta_{i n}$ curve is $\mathrm{pl}_{\Theta}$ otted on figure (3.11) using the coordinates of $\alpha$ and $\frac{\Theta_{e}}{\Theta_{i n}}$ tabulated in table (III.3). The intersection of this constant $\Theta_{\text {in }}$ curve

| $\frac{\Theta_{e}}{\Theta_{i n}}$ | $\alpha$ |
| :---: | :---: |
| 0.0 | 0.0 |
| 1.0 | 0.0 |
| 2.0 | 0.0 |
| 3.0 | 0.0 |
| 4.0 | 0.0 |
| 5.0 | 0.0 |
| 6.0 | 0.333 |
| 7.0 | 0.57 |
| 8.0 | 0.75 |
| 9.0 | 0.89 |
| 10.0 | 1.00 |
| 11.0 | 1.09 |
| 12.0 | 1.17 |
| 13.0 | 1.23 |
| 14.0 | 1.28 |
| 15.0 | 1.33 |
| 16.0 | 1.37 |
| 17.0 | 1.41 |
| 18.0 | 1.44 |
| 19.0 | 1.47 |
| 20.0 | 1.50 |

Table III. $3 \quad \alpha$ as a Function of $\frac{\Theta_{e}}{\Theta_{i n}}$ for the Dead Zone Element of Example \#3.

and the $\omega$ curves, at the associated value of $\alpha$, gives the relationship between $\alpha$ and $\omega$ for $\Theta_{\text {in }}=10.0$.

The final step in the analysis is construction of the closed loop frequency response. Using equation (3.12) in the PARAM-5 subprogram, a plot of $\frac{\Theta_{\text {out }}}{\Theta_{i n}}(\mathrm{~dB})$ versus $\omega$, with constant $\alpha$ lines, is made. This plot is figure (3.12). The constant $\Theta_{i n}$ curve is replotted onto figure (3.12) from figure (3.11) using $\alpha$ and $\omega$ as coordinates. This constant $\Theta_{\text {in }}$ curve in figure (3.12) is the closed loop frequency response of example \#3. An analog simulation of this example was run and the results shown by ' $x$ ' on figure (3.12).


Figure 3.12 closed loop frequency response of example \#3

## E. FOURTH EXAMPLE

The fourth example is a fourth order system with a saturation element in a minor feedback path. The analysis is for the closed loop response. Figure (3.13) shows the block diagram of this example where $\beta$ represents the variable gain of the saturation element in the minor feedback path. $\Theta_{a}$ is the signal going into the saturation element and $\Theta_{d}$ is the signal coming out of the saturation element. Referring to the block diagram of this example(figure(3.13)), the closed loop transfer function is written,

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{14.5}{s^{4}+13 s^{3}+51 s^{2}+63 s+14.5+\beta\left(s^{3}+10 s^{2}+21 s\right)} \tag{3.19}
\end{equation*}
$$

Where $\beta$ represents the variable gain of the saturation element.

The saturation element for this example is figure (3.14). $\Theta_{a}$ is the signal into the element and $\Theta_{d}$ is the signal out of the element. The saturation element limits at $\Theta_{a}=20.0$. For a $\Theta_{a}$ greater than 20.0 , the output, $\Theta_{d}$, is equal to 20.0. From figure (3.13), $\beta$ may be written as,

$$
\begin{equation*}
\beta=\frac{\Theta_{d}}{\Theta_{a}} \tag{3.20}
\end{equation*}
$$

For $\Theta_{a}$ less than $20.0, \Theta_{a}=\Theta_{d}$ and,

$$
\begin{equation*}
\beta=\frac{\Theta_{a}}{\Theta_{a}}=1.0 \quad \Theta_{a} \leq 20.0 \tag{3.21}
\end{equation*}
$$



Figure 3.13 Block diagram of example \#4 where $\beta$ represents the variable gain of the saturation element


Figure 3.14 Saturation element of example \#4

Dividing the limits of equation $(3.21)$ by $\Theta_{\text {in }}$ when $\Theta_{i n}=10.0$,

$$
\beta=1.0 \quad \frac{\Theta_{a}}{\Theta_{\text {in }}} \leq 2.0
$$

For $\Theta_{a}$ greater than 20.0, $\Theta_{d}=20.0$,

$$
\begin{equation*}
\beta=\frac{\Theta_{d}}{\Theta_{a}}=\frac{20.0}{\Theta_{a}} \quad \Theta_{a} \geq 20.0 \tag{3.23}
\end{equation*}
$$

Dividing the numerator and the denominator of the right-hand side of equation (3.23) by $\Theta_{i n}$ when $\Theta_{i n}=10.0$.

$$
\begin{equation*}
\beta=\frac{\frac{20.0}{\Theta_{i n}}}{\Theta_{a} / \Theta_{i n}}=\frac{2.0}{\Theta_{a} / \Theta_{i n}} \quad \frac{\Theta_{a}}{\Theta_{i n}} \geq 2.0 \tag{3.24}
\end{equation*}
$$

Equations $(3.22)$ and (3.24) define the relationship between $\beta$ and $\frac{\Theta_{e}}{\Theta_{i n}}$ for a constant $\Theta_{i n}$ equal to 10.0. These equations are put into tabular form and are shown as table (III.4). The left-hand column is $\frac{\Theta_{e}}{\Theta_{i n}}$. Given a certain $\frac{\Theta_{e}}{\Theta_{i n}}$,
, $\beta$ is read from the right-hand column.
With the relationship between $\frac{\Theta_{e}}{\Theta_{i n}}$ and $\beta$ established, the relationship between $\beta$ and $\omega$ is now found. Referring to figure (3.13), $\frac{\Theta_{a}}{\Theta_{i n}}$ is written,

$$
\begin{equation*}
\frac{\Theta_{a}}{\Theta_{i n}}=\frac{14.5 s+101.5}{s^{4}+13 s^{3}+51 s^{2}+63 s+14.5+\beta\left(s^{3}+10 s^{2}+21 s\right)} \tag{3.25}
\end{equation*}
$$

| $\Theta_{a}$ | $\beta$ |
| :---: | :---: |
| $\Theta_{i n}$ |  |
| 0.0 | 1.0 |
| 1.0 | 1.0 |
| 2.0 | 1.0 |
| 3.0 | 0.667 |
| 4.0 | 0.500 |
| 5.0 | 0.400 |
| 6.0 | 0.333 |
| 7.0 | 0.286 |
| 8.0 | 0.250 |
| 9.0 | 0.222 |
| 10.0 | 0.200 |

Table III.4 $\beta$ as a function of $\frac{\Theta_{a}}{\Theta_{i n}}$ for the Saturation Element of Example \#4

Using the equation (3.23) in the PARAM-5 subprogram, a plot of $\beta$ versus $\frac{\Theta_{a}}{\Theta_{i n}}$ is made. This plot is figure (3.15) and has $\omega$ curves of $\omega=0.1,0.2,0.3,0.4,0.45,0.5,0.55$, $0.6,0.65,0.7,0.75,0.8,0.9$, and $\Theta^{l .0}$ drawn on it.

With the coordinates of $\beta$ and $\frac{a}{\Theta_{i n}}$ from table (III.4), the constant $\Theta_{i n}$ curve is drawn on figure (3.15). The intersection of this curve with the $\omega$ curves at the associated values of $\beta$, gives the relationship between $\beta$ and $\omega$ for a constant $\Theta_{i n}=10.0$.

Using equation (3.19) and the PARAM-7 subprogram, a plot of $\frac{\text { out }}{\Theta_{\text {in }}}$ versus $\omega$ has been made. This plot is figure (3.16) and has $\beta$ curves of $\beta=0.0,0.1,0.2,0.3,0.4$, $0.5,0.6,0.7,0.8,0.9$, and 1.0 drawn on it. Using the coordinates of $\beta$ and $\omega$, the constant $\Theta_{\text {in }}$ curve is replotted onto figure (3.16). This constant $\Theta_{\text {in }}$ curve on figure (3.16) is the closed loop frequency response for example \#4. The range of $\omega$ shown in figure (3.16) is only over the region in which the response deviates from a constant value of $\beta$. The response at frequencies above $\omega=0.7$ is the same as if the saturation element were replaced by a gain of one. The analog simulation is shown as ' $x$ ' on figure (3.16).



Figure 3.16 Closed loop frequency response for example \#4

## F. FIFTH EXAMPLE

The fifth example is a type 2 feedback control system for a reproducing contour cutting tool. ${ }^{3}$ This system will be analyzed for the open loop frequency response after linear compensation has taken place. The nonlinear element is an ideal relay which has been placed between the compensator and the open loop section of the uncompensated system. The block diagram of this system is figure (3.17) where $\alpha$ represents the variable gain of the relay. The open loop transfer function is,

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{a}}=\frac{225 \alpha\left(s^{2}+5.6 s+7.84\right)}{s^{2}(s+5)\left(s^{2}+37.5 s+350\right)} \tag{3.26}
\end{equation*}
$$

The nonlinear characteristic of the ideal relay in this example is figure (3.18) where $\Theta_{e}$ is the signal going into the relay and $\Theta_{b}$ is the signal coming out of the relay. For every value of $\Theta_{e}, \Theta_{b}$ has only one value, $\Theta_{\mathrm{b}}=40$. Referring to figure (3.17), $\alpha$ may be written as,

$$
\begin{equation*}
\alpha=\frac{\Theta_{b}}{\Theta_{e}} \tag{3.27}
\end{equation*}
$$

$$
\Theta_{e} \geq 0.0
$$

3
Del Toro, V. and Parker, S.R. . Principles of Control Systems Engineering, p. 354, McGraw-Hill, 1960.


Figure 3.17 Block diagyam of example \#5 where $\alpha$ represents the variable gain of the relay


Figure 3.18 Ideal relay of example \#5

For $\Theta_{b}=40$. equation (3.27) becomes,

$$
\begin{equation*}
\alpha=\frac{40}{\Theta_{e}} \quad \Theta_{e} \geq 0.0 \tag{3.28}
\end{equation*}
$$

Dividing the numerator and denominator of the righthand side of equation $(3.28)$ by $\Theta_{i n}$ when $\Theta_{i n}=10.0$, equation (3.28) becomes,

$$
\begin{equation*}
\alpha=\frac{4.0}{\frac{\Theta_{e}}{\Theta_{i n}}} \quad \frac{\Theta_{e}}{\Theta_{i n}} \geq 0.0 \tag{3.29}
\end{equation*}
$$

Equation (3.29) gives the relationship between $\frac{\Theta_{e}}{\Theta_{i n}}$ and $\alpha$.

From equation (3.29) a table for the relay of $\alpha$ as a function of $\frac{\Theta_{e}}{\Theta_{i n}}$ is made up. This is table (III.5) with $\frac{\Theta_{e}}{\Theta_{i n}}$ as the value in the left-hand column and the associated value of $\alpha$ in the right-hand column. This relationship between $\alpha$ and $\frac{\Theta_{e}}{\Theta_{i n}}$ defines the constant $\Theta_{\text {in }}$ curve which will be used later.

Because $\alpha$ is $\Theta_{e}$ function of $\frac{\Theta_{e}}{\Theta_{i n}}$ for a constant $\Theta_{i n}$, a plot of $\alpha$ versus $\frac{\Theta_{e}}{\Theta_{i n}}$ is needed. Referring to figure (3.17), the transfer function $\frac{e}{\Theta_{i n}}$ is written as,

$$
\frac{\Theta_{e}}{\Theta_{i n}}=\frac{4.5 s^{5}+47.7 s^{4}+1610 s^{3}+1768 s^{2}}{s^{5}+42.5 s^{4}+537.5 s^{3}+1750 s^{2}+\alpha\left(225 s^{2}+1260 s+1765\right)}
$$

| $\frac{\Theta_{\mathrm{e}}}{\Theta_{i n}}$ | $\alpha$ |
| :---: | :---: |
| 0.0 | $\infty$ |
| 0.5 | 8.0 |
| 1.0 | 4.0 |
| 1.5 | 2.67 |
| 2.0 | 2.00 |
| 2.5 | 1.6 |
| 3.0 | 1.33 |
| 3.5 | 1.00 |
| 4.0 | 0.89 |
| 4.5 | 0.80 |

Table III. $5 \quad \alpha$ as a Function of $\frac{\Theta_{e}}{\Theta_{i n}}$ for the Relay of Example \#5

Using equation (3.30) and the PARAM-5 subprogram, a plot of $\alpha$ versus $\frac{\Theta_{e}}{\Theta_{i n}}$ is made. This plot is figure (3.19) and has drawn on it constant $\omega$ curves of $\omega=0.25,0.5$, $0.75,1.0,1.25,1.75,2.0,2.5,3.0,4.0,5.0,7.5,20.0$ and 40.0.

The constant $\Theta_{i n}$ curve is drawn on figure (3.19) using the coordinates of $\alpha$ and $\frac{\Theta_{e}}{\Theta_{i n}}$ from table (III.5). The intersection of this constant $\Theta_{\text {in }}$ curve and the $\omega$ curves in figure (3.19) gives the new relationship between $\alpha$ and $\omega$ for $a \Theta_{i n}=10.0$. With this final relationship, the open loop frequency response is drawn for the system with the relay.

From equation (3.26) and the PARAM-7 subprogram, a plot of $\frac{\Theta_{a}}{\Theta_{a}}$ (magnitude $-d B$ and phase) versus $\omega$ is made. On this plot $\alpha$ curves are drawn of $\alpha=0.7,0.85,1.0,1.1$, $1.25,1.5,2.0,2.5,3.0,3.5,4.0,5.0,6.0,7.0,8.0$ and 15.0. The $\frac{\Theta_{\text {out }}}{\text { in }^{u}}$ versus $\omega$ plot is figure (3.20). Note that for different values of $\alpha$, the phase response is the same. This indicates that the nonlinear element does not change the system from its original linear phase response. The $\alpha=1.0$ curve is the linear open loop magnitude response. Using the coordinates of $\alpha$ and $\omega$, the constant $\Theta_{\text {in }}$ curve on figure (3.19) is replotted onto figure (3.20). The constant $\Theta_{i n}$ curves on figure $(3.20)$ are the open loop magnitude and phase response of example \#5 with an ideal relay.



Figure 3.20 Open loop frequency response of example \#5

## G. SIXTH EXAMPLE

The system for the sixth example is similar to the fifth example. The nonlinear element is coulomb friction plus stiction which converts velocity into torque in a minor feedback loop. The block diagram of the system is figure (3.2l) where $\alpha$ represents the coulomb friction plus stiction element. The open loop transfer function is equation (3.31) and is taken from figure (3.21).

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{a}}=\frac{225\left(s^{2}+5.6 s+7.84\right)}{s^{5}+42.5 s^{4}+537.5 s^{3}+1750 s^{2}+\alpha\left(s^{4}+42.5 s^{3}+537.5 s^{2}+1750 s\right)} \tag{3.31}
\end{equation*}
$$

The coulomb friction with stiction element is shown in figure (3.22) where $\dot{\theta}_{\text {out }}$ is the signal going into the element and $T_{1}$ is the signal coming out of the element. For $\dot{\theta}_{\text {out }}$ less than 2.0 , the variable gain can be written as,

$$
\begin{equation*}
\alpha=\frac{4.17-\frac{1}{3} \dot{\Theta}_{\text {out }}}{\dot{\Theta}_{\text {out }}} \quad \dot{\Theta}_{\text {out }} \leq 2.0 \tag{3.32}
\end{equation*}
$$

Dividing the numerator and denominator of the righthand side of equation (3.32) by $\Theta_{\text {in }}$ when $\Theta_{i n}=10.0$, equation (3.32) becomes,

$$
\begin{equation*}
\alpha=\frac{.417-\frac{1}{3} \frac{\dot{\Theta}_{\text {out }}}{\Theta_{\text {in }}}}{\frac{\dot{\Theta}_{\text {out }}}{\Theta_{\text {in }}}} \quad \frac{\dot{\theta}_{\text {out }}}{\Theta_{\text {in }}} \leq 0.2 \tag{3.33}
\end{equation*}
$$



Figure 3.21 Block diagram of example \#6 where $\alpha$ represents the variable gain of the coulomb friction plus stiction element


Figure 3.22 Coulomb friction plus stiction element of example \#6

For $\Theta_{\text {out }}$ greater than 2.0 , the variable gain can be written as,

$$
\begin{equation*}
\alpha=\frac{3.3+.1 \dot{\Theta}_{\text {out }}}{\Theta_{\text {out }}} \quad \dot{\theta}_{\text {out }} \geq 2.0 \tag{3.34}
\end{equation*}
$$

Dividing the numerator and denominator of the righthand side of equation (3.34) by $\Theta_{i n}$ when $\Theta_{i n}=10.0$, equation (3.34) becomes,

$$
\begin{equation*}
\alpha=\frac{.33+.1 \frac{\dot{\Theta}_{\text {out }}}{\Theta_{\text {in }}}}{\Theta_{\text {out }} / \Theta_{\text {in }}} \quad \frac{\dot{\theta}_{\text {out }}}{\Theta_{\text {in }}} \geq 0.20 \tag{3.35}
\end{equation*}
$$

Equations (3.33) and (3.34) define the relationship between $\alpha$ and $\frac{o u t}{\Theta_{i n}}$ for a constant $\Theta_{i n}=10.0$. This relationship is tabulated in table (III.6) where $\frac{\text { out }}{\Theta_{\text {in }}}$ is the left-hand column and $\alpha$ is the right-hand column.

The transfer function of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ is written from looking at figure (3.21).
$\frac{\dot{\theta}_{\text {out }}}{\Theta_{\text {in }}}=\frac{225 s^{3}+1260 s^{2}+1764 s}{s^{5}+42.5 s^{4}+537.5 s^{3}+1975 s^{2}+1260 s+1764+\alpha\left(s^{4}+42.5 s^{3}+537.5 s^{2}+1750 s\right)}$

Using equation (3.36) and the PARAM-5 subprogram, a plot of $\alpha$ versus $\frac{\sigma_{\text {in }}}{\text { in }^{u t}}$ is made. This plot is figure (3.23) and has constant $\omega$ curves between $\omega=0.01$ and $\omega=10.0$ drawn on it. Using the relationship between $\alpha$ and $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ from

| $\frac{\dot{\theta}_{\text {out }}}{\hat{\theta}_{\text {in }}}$ | $\alpha$ |
| :---: | :---: |
| . 00 | $\infty$ |
| . 05 | 8.0 |
| . 10 | 3.84 |
| . 15 | 2.45 |
| . 20 | 1.75 |
| . 3 | 1.2 |
| . 4 | . 95 |
| . 5 | . 76 |
| . 6 | . 65 |
| . 7 | . 57 |
| . 8 | . 51 |
| . 9 | . 466 |
| 1.0 | . 43 |
| 1.1 | . 40 |
| 1.2 | . 375 |
| 1.3 | . 354 |
| 1.4 | . 335 |
| 1.5 | . 32 |

Table III.6 $\alpha$ as a Function of $\frac{\dot{\theta}_{\text {out }}}{\theta_{\text {in }}}$ for coulomb Friction Plus Stiction in Example \#6

table (III.6), the constant $\Theta_{\text {in }}$ curve is drawn on figure (3.23). The intersection of the constant $\Theta_{\text {in }}$ curve with the $\omega$ curves in figure (3.23) gives the relationship between $\alpha$ and $\omega$ for the coulomb friction plus stiction element.

The final step in the open loop frequency response analysis is making a plot of $\frac{\Theta_{a}}{\Theta_{a}}$ versus $\omega$. Using equation (3.31) and the PARAM-7 subprogram, plots of $\frac{\theta_{\Theta}}{\Theta_{a}}$ magnitude versus $\omega$ (figure (3.24)) and $\frac{\Theta_{\text {out }}}{\Theta_{a}}$ - phase versus $\omega$ (figure (3.25)) are made. Both plots have constant $\alpha$ curves drawn on them. Using the coordinates of $\alpha$ and $\omega$, the constant $\Theta_{i n}$ curve in figure (3.23) is replotted onto figures (3.24) and (3.25). The constant $\Theta_{\text {in }}$ curves on these two plots are the open loop magnitude and phase frequency response of this example. The linear response $(\alpha=0.0)$ is also shown.

For a better analysis, the closed loop response is shown in figure (3.26) for the magnitude and figure (3.27) for the phase. These plots were obtained in the same manner as previous examples. The linear response $(\alpha=0.0)$ is also shown.


Figure 3.24 Open loop magnitude frequency response of example \#6


Figure 3.25 Open loop phase frequency response of example \#6


Figure 3.26 Closed loop magnitude frequency response of example \#6


Figure 3.27 Closed loop phase frequency response of example \#6
A. INTRODUCTION

In the past examples, the frequency response was described as a constant $\Theta_{\text {in }}$ curve. The frequency response was obtained by letting $\Theta_{i n}$ be equal to some specified value. A change in $\Theta_{\text {in }}$ results in a change in the response. In this chapter, two examples are analyzed for different values of input. The first example has a saturation element in the forward path, and the second example has a dead zone element in the major feedback path.
B. THE EFFECT OF CHANGING THE INPUT OF A SYSTEM WITH

A SATURATION ELEMENT
The example of chapter 2 used an input of magnitude 10.0. $\Theta_{i n}=10.0$. To see what is the effect of various other amplitudes of signals, $\Theta_{i n}$ of $5.0,7.5,10.0,15.0$, 20.0 and 25.0 will be used. The steps in this analysis are the same as those taken in previous examples. In order to derive a relationship between gain of the saturation element and frequency, the transfer function of the signal going into the saturation element must be obtained. By simple manipulation $\frac{\Theta_{e}}{\Theta_{i n}}$ can be found, as shown in the following steps:

$$
\begin{equation*}
\theta_{e}=\theta_{i n}-\theta_{\text {out }} \tag{4.1}
\end{equation*}
$$



Figure 4.1 Block diagram of servomechanism in chapter 2

$$
\begin{align*}
& \text { Dividing by } \Theta_{i n} \\
& \begin{aligned}
& \Theta_{e} \\
& \Theta_{\text {in }}=1-\frac{\Theta_{\text {out }}}{\Theta_{i n}} \\
&=1-\frac{600 \alpha}{s^{4}+18 s^{3}+95 s^{2}+150 s+600 \alpha} \\
&=\frac{s^{4}+18 s^{3}+95 s^{2}+150 s}{s^{4}+18 s^{3}+95 s^{2}+150 s+600 \alpha}
\end{aligned}
\end{align*}
$$

where $\alpha$ is the variable gain of the saturation element.
By using the PARAM program mentioned previously, a plot of $\alpha$, (variable gain of the saturation element), versus the magnitude of $\frac{\Theta_{e}}{\Theta_{i n}^{*}}$ is obtained. This is shown in figure (4.2). The saturation element may be represented by a variable gain which is a function of the input signal, $\Theta_{e}{ }_{e}$ However the plot in figure (4.2) is gain, $\alpha$, versus $\frac{e}{\Theta_{i n}}$. $\stackrel{B y}{\Theta}$ the following equations, a relationship between $\alpha$ and $\frac{e}{\Theta_{i n}}$ is developed.

$$
\begin{equation*}
\alpha=\frac{\Theta_{\mathrm{b}}}{\Theta_{\mathrm{e}}} \tag{4.3}
\end{equation*}
$$

where $\Theta_{b}$ is the signal out of the saturation element as shown in figure (4.3).

Dividing both the numerator and the denominator of the right-hand side of equation (4.3) by $\Theta_{i n}$.

$$
\begin{equation*}
\alpha=\frac{\theta_{b /} / \Theta_{i n}}{\Theta_{e} / \theta_{i n}} \tag{4.4}
\end{equation*}
$$



Figure $4.2 \alpha$ versus $\frac{e}{i n}$ with constant $\omega$ curves and constant
$\Theta_{\text {in }}$ curves


Figure 4.3 Saturation element in servomechanism
$\alpha$ is constant in the region where $\Theta_{e} \leq 10.0$. In the region where $\Theta_{e} \geq 10.0, \Theta_{b}$, the output of the saturation element, is 10.0. Thus equation (4.4) becomes.

$$
\begin{equation*}
\alpha=\frac{10.0 / \theta_{i n}}{\theta_{e} / \theta_{i n}} \quad \theta_{e} \geq 10.0 \tag{4.5}
\end{equation*}
$$

For $\Theta_{i n}=5.0$, equation (4.4) becomes

$$
\alpha=1.0
$$

$$
\begin{equation*}
\frac{\Theta_{e}}{\theta_{i n}} \leq 2.0 \tag{4.62}
\end{equation*}
$$

$\alpha=\frac{2.0}{\theta_{e} / \theta_{i n}}$

$$
\begin{equation*}
\frac{\Theta_{e}}{\Theta_{i n}} \geq 2.0 \tag{4.6b}
\end{equation*}
$$

In like manner, for $\Theta_{i n}=7.5$

$$
\begin{equation*}
\alpha=1.0 \tag{4.7a}
\end{equation*}
$$

$$
\frac{\Theta_{e}}{\Theta_{i n}} \leq 1.333
$$

$\alpha=\frac{1.333}{\theta_{e} / \theta_{\text {in }}}$

$$
\begin{equation*}
\frac{\theta_{e}}{\theta_{i n}} \geq 1.333 \tag{4.7b}
\end{equation*}
$$

For $\Theta_{\text {in }}=10$
$\alpha=1.0$

$$
\begin{equation*}
\frac{\Theta_{e}}{\theta_{i n}} \leq 1.0 \tag{4.8a}
\end{equation*}
$$

$$
\begin{equation*}
\alpha=\frac{1.0}{\Theta_{\mathrm{e}} / \Theta_{i n}} \tag{4.8b}
\end{equation*}
$$

$$
\frac{\Theta_{e}}{\theta_{i n}} \geq 1.0
$$

For $\Theta_{\text {in }}=20.0$
$\alpha=1.0$
$\frac{\Theta_{e}}{\Theta_{i n}} \leq 0.50$
$\alpha=\frac{0.5}{\Theta_{e} / \Theta_{\text {in }}}$
$\frac{\Theta_{e}}{\theta_{i n}} \geq 0.50$
For $\Theta_{i n}=15.0$
$\alpha \quad 1.0$
$\frac{\Theta_{e}}{\Theta_{i n}} \leq 0.667$
$\alpha=\frac{0.667}{\Theta_{e} / \Theta_{i n}}$
$\frac{\Theta_{e}}{\Theta_{i n}} \geq 0.667$

For $\Theta_{\text {in }}=25.0$
$\alpha=1.0$
$\frac{\Theta_{e}}{\theta_{i n}} \leq 0.40$
$\alpha=\frac{0.40}{\Theta_{e} / \theta_{i n}}$
$\frac{\Theta_{e}}{\Theta_{i n}} \geq 0.40$

By using equations (4.6), (4.7), (4.8), (4.9), (4.10) and (4.11), a table may be made up of $\beta$ as a function of $\frac{\Theta_{e}}{\Theta_{i n}}$ and $\Theta_{i n}$. This is shown in table (IV.1). Using the values of $\alpha$ in table (IV.1), the constant $\Theta_{i n}$ curves are drawn on figure (4.2), using $\alpha$ and $\frac{e}{\Theta_{i n}}$ as coordinates.


| 0.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.1 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 0.2 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 0.3 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 0.4 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 0.5 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.8 |
| 0.6 | 1.0 | 1.0 | 1.0 | 1.0 | 0.835 | 0.667 |
| 0.7 | 1.0 | 1.0 | 1.0 | 0.955 | 0.715 | 0.572 |
| 0.8 | 1.0 | 1.0 | 1.0 | 0.835 | 0.625 | 0.50 |
| 0.9 | 1.0 | 1.0 | 1.0 | 0.742 | 0.556 | 0.445 |
| 1.0 | 1.0 | 1.0 | 1.0 | 0.667 | 0.5 | 0.4 |
| 1.0 | 1.0 | 1.0 | 0.91 | 0.606 | 0.455 | 0.364 |
| 1.2 | 1.0 | 1.0 | 0.833 | 0.556 | 0.417 | 0.334 |
| 1.3 | 1.0 | 1.0 | 0.77 | 0.514 | 0.385 | 0.308 |
| 1.4 | 1.0 | 0.955 | 0.714 | 0.477 | 0.357 | 0.286 |
| 1.5 | 1.0 | 0.89 | 0.667 | 0.445 | 0.333 | 0.267 |
| 1.6 | 1.0 | 0.835 | 0.625 | 0.417 | 0.312 | 0.25 |
| 1.7 | 1.0 | 0.785 | 0.588 | 0.393 | 0.294 | 0.235 |
| 1.8 | 1.0 | 0.741 | 0.555 | 0.371 | 0.278 | 0.222 |
| 1.9 | 1.0 | 0.702 | 0.526 | 0.352 | 0.263 | 0.212 |
| 2.0 | 1.0 | 0.669 | 0.500 | 0.334 | 0.250 | 0.200 |
| 2.1 | 0.95 | 0.633 | 0.476 |  |  |  |
| 2.2 | 0.91 | 0.606 | 0.455 |  |  |  |
| 2.3 | 0.87 | 0.55 | 0.435 |  |  |  |
| 2.4 | 0.83 | 0.536 | 0.433 |  |  |  |
| 2.5 | 0.80 | 0.534 | 0.417 |  |  |  |
| 2.6 | 0.77 | 0.514 | 0.400 |  |  |  |
| 2.7 | 0.74 | 0.494 |  |  |  |  |
| 2.8 | 0.715 | 0.476 |  |  |  |  |

Table IV.l $\alpha$ as a Function of $\frac{\Theta_{e}}{\Theta_{i n}}$ and $\Theta_{i n}$ for the Saturation Element

The intersection of the constant $\Theta_{i n}$ curves and $\omega$ curves gives the relationship between $\alpha$, the variable gain of the saturation element, and $w^{\prime}$ frequency. It should be noted that each constant $\Theta_{i n}$ curve intersects a particular constant $\notin$ curve two or three times, giving two or three values of $\alpha$ for the same frequency. This is the jump resonance effect which will be shown more clearly in the closed loop frequency response curves.

Using the PARAMS program again, a plot of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ versus $\omega$ is obtained. This plot, figure (4.4), consists of constant $\alpha$ curves of various values between $\alpha=0.25$ and $\alpha=1.0$. The coordinates of the constant $\Theta_{\text {in }}$ curves in figure (4.2) are $\omega$, frequency, and $\alpha$, nonlinear gain. Using these coordinates, the constant $\Theta_{i n}$ curves are replotted in figure (4.4). As was noted previously in figure (4.2), each constant $\Theta_{\text {in }}$ curve intersects some $\omega$ curves more than once. When plotted on figure (4.4), this effect is clearly seen as being a jump resonance effect caused by the saturation element.

The effect of changing the input is seen in figure (4.4). Increasing $\Theta_{\text {in }}$ decreases the magnitude of the resonance peak and decreases the resonance frequency. The jump resonance remains about the same as $\Theta_{\text {in }}$ changes.


Figure 4.4 closed loop frequency response for various $\boldsymbol{\theta}_{\text {in }}$
C. THE EFFECT OF CHANGING THE INPUT OF A SYSTEM WITH

A DEAD ZONE ELEMENT
The effect of changing the input of the system with a dead zone element can be seen in the same manner as the previous example. The block diagram of the system with dead zone is figure (4.5), where $\beta$ is the variable gain of the dead zone element. The dead zone element is different from the one used in chapter 2. Its input-output describing curve is shown in figure (4.6) where $\Theta_{\text {out }}$ is the signal out of the element. Note that the non-dead zone portion of the curve does not have unity gain. The gain is 2.0 when the signal is not in the dead zone portion.

The frequency of the system will be analyzed for four different inputs. These inputs are $\Theta_{i n}=10.0 . \quad \Theta_{i n}=20.0$,

$$
\Theta_{i n}=40.0 \text { and } \quad \Theta_{i n}=80.0 . \text { In order to ana- }
$$

lyze the problem, the same steps must be taken as in the preceding examples. The first step is to find a relationship between $\frac{\Theta_{\text {in }}}{\Theta_{\text {in }}}$ and $\beta$, the nonlinear variable gain of the saturation element.
Referring to figure (4.5), it is seen that,

$$
\beta=\frac{\Theta_{a}}{\Theta_{\text {out }}}
$$

However $\beta=0.0$ when $\Theta_{\text {out }} \leq 40.0$ from figure (4.6). Or,

$$
\begin{equation*}
\Theta_{a}=2\left(\Theta_{\text {out }}-40\right)=2 \Theta_{\text {out }}-80 . \quad \Theta_{\text {out }} \geq 40.0 \tag{4.13a}
\end{equation*}
$$



Figure 4.5 Block diagram of servomechanism with dead zone element in the feedback path


Figure 4.6 Dead zone element of second example

Substituting equation (4.14) into equation (4.12),

$$
\begin{equation*}
\beta=\frac{2 \Theta_{\text {out }}-80}{\Theta_{\text {out }}} \quad \Theta_{\text {out }} \geq 40 \tag{4.13b}
\end{equation*}
$$

Dividing both numerator and denominator of the righthand sides of equations (4.13a) and (4.13b) by $\Theta_{\text {in }}$.

$$
\begin{array}{ll}
\beta=0.0 & \frac{\Theta_{\text {out }}}{\Theta_{\text {in }}} \leq \frac{40}{\Theta_{\text {in }}} \\
\beta=\frac{\frac{2 \Theta_{\text {out }}}{\Theta_{\text {in }}}-\frac{80}{\Theta_{\text {in }}}}{\Theta_{\text {out }} / \Theta_{\text {in }}} & \Theta_{\text {out }} \\
\Theta_{\text {in }} & \frac{40.0}{\Theta_{\text {in }}} \tag{4.15b}
\end{array}
$$

Equations (4.15a) and (4.15b) can be solved for each $\Theta_{i n}$. For $\Theta_{i n}=10.0$,

$$
\beta=0.0
$$



For $\Theta_{\text {in }}=20.0$,
$\beta=0.0$

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}} \leq 4.0 \tag{4.16a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}} \geq 4.0 \tag{4.16b}
\end{equation*}
$$

$\beta=\frac{\frac{2 \Theta_{\text {out }}}{\Theta_{\text {in }}}-4.0}{\Theta_{\text {out }}} \Theta_{\text {in }}^{\Theta_{\text {in }}}$

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}} \geq 2.0 \tag{4.17b}
\end{equation*}
$$

$$
\text { For } \Theta_{\text {in }}=40.0
$$

$$
\beta=0.0
$$

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}} \leq 1.0 \tag{4.18a}
\end{equation*}
$$



$$
\frac{\theta_{\text {out }}}{\theta_{\text {in }}} \geq 1.0
$$

For $\Theta_{\text {in }}=80.0$,

$$
\begin{equation*}
\beta=0.0 \tag{4.19a}
\end{equation*}
$$

$$
\begin{equation*}
\beta=\frac{\frac{2 \Theta_{\text {out }}}{\Theta_{\text {in }}}-1.0}{\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}} \tag{4.19b}
\end{equation*}
$$

$$
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}} \geq 0.5
$$

Equations (4.16a), (4.16b), (4.17a), (4.17b), (4.18a), (4.18b), (4.19a) and (4.19b) give the relation between $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ and $\beta$ for the various constant $\Theta_{\text {in }}$. This relation is made into table (IV.2) where $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ is the enterring value and $\beta$ is read out for a constant $\Theta_{\text {in }}$.

| $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ | $\Theta_{\text {in }}=10$. | $\Theta_{\text {in }}=20$. | $\Theta_{\text {in }}=40$. | $\Theta_{\text {in }}=80$. |
| :--- | :--- | :--- | :--- | :--- |
| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 0.5 | 0.0 | 0.0 | 0.0 | 0.0 |
| 1.0 | 0.0 | 0.0 | 0.0 | 1.0 |
| 1.5 | 0.0 | 0.0 | 0.667 | 1.33 |
| 2.0 | 0.0 | 0.0 | 1.00 | 1.5 |
| 2.5 | 0.0 | 0.4 | 1.20 | 1.6 |
| 3.0 | 0.0 | 0.667 | 1.33 |  |
| 3.5 | 0.0 | 0.855 | 1.43 |  |
| 4.0 | 0.0 | 1.00 | 1.5 |  |
| 4.5 | 0.22 | 1.12 | 1.6 |  |
| 5.0 | 0.4 | 1.2 |  |  |
| 5.5 | 0.546 | 1.27 |  |  |
| 6.0 | 0.667 | 1.33 |  |  |
| 6.5 | 0.77 | 1.38 |  |  |
| 7.0 | 0.856 | 1.43 |  |  |
| 7.5 | 0.93 | 1.47 |  |  |
| 8.0 | 1.00 | 1.50 |  |  |
| 8.5 | 1.06 | 1.53 |  |  |
| 9.0 | 1.11 | 1.56 |  |  |
| 9.5 | 1.16 | 1.58 |  |  |
| 10.0 | 1.20 | 1.60 |  |  |

Table IV. $2 \quad \beta$ as a Function of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ and $\Theta_{\text {in }}$ for
the Dead Zone

Using the PARAMS-5 subprogram of the PARAMS program, a plot of $\beta$ versus $\frac{\Theta_{\text {out }}}{\Theta_{i n}}$ with constant $\omega$ curves is obtained, as shown in figure $(4.7)$. Using the relation between $\frac{\Theta_{i n}}{\text { out }_{\text {in }}}$ and $\beta$, tabulated in table (IV.2), constant $\Theta_{\text {in }}$ curves are drawn on figure (4.7). The intersection of the constant $\Theta_{i n}$ curves and the $\omega$ curves in figure (4.7) gives the relation between frequency and $\beta$.

The last step in the analysis, is the drawing of the closed loop frequency response for the various inputs. Using the PARAMS-7 subprogram of the PARAMS program, a plot $\Theta$ of $\frac{\text { out }}{\Theta_{i n}}(\mathrm{~dB})$ versus frequency with constant $\beta$ curves is obtained. This is figure (4.8). Using the relation between $\beta$ and $\omega$ just found, the constant $\Theta_{i n}$ curves are drawn on figure (4.8).

Figure (4.8) shows the effect of the various inputs. As $\Theta_{i n}$ is decreased, the magnitude of the flat part of the response is decreased. At the same time, a jump resonance effect takes place. This jump resonance is opposite to the one found for the saturation problem of this chapter.



Figure 4.8 closed loop frequency response for various $\boldsymbol{\theta}_{\text {in }}$ in a system with dead zone

## V. DESIGN TECHNIQUES

A. FIRST DESIGN PROBLEM

The previous chapters explored the techniques of analysis and showed that they worked for every example attempted. The question is whether or not these techniques can be reversed. The problem is to start with a given linear system, and desigr an element, linear or nonlinear, so that the system meets a certain specified response. It must be kept in mind that if a nonlinear element is used, it must be a signle-valued nonlinearity. To see whether or not this design can be accomplished, an example will be worked.

The design problem is a simple third order type 1 feedback system, where the closed loop transfer function is,

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{\mathrm{K}_{1} K_{2}}{\mathrm{~s}\left(\mathrm{~s}+\mathrm{p}_{1}\right)\left(\mathrm{s}+\mathrm{p}_{2}\right)+\mathrm{K}_{1} \mathrm{~K}_{2}} \tag{5.1}
\end{equation*}
$$

as shown in figure (5.1).
Let $\mathrm{p}_{1}=1, \mathrm{p}_{2}=2$ and $\mathrm{K}_{1}=1$.
The first part of the problem is to find a $K_{2}$ so that the system is at the stability limit. This is easily done by conventional methods. and it is found that $K_{2}=6$. Equation (5.1) now becomes.

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{6}{s^{3}+3 s^{2}+2 s+6} \tag{5.2}
\end{equation*}
$$



Figure 5.1 Type 1 third order feedback system

The second part of the design problem is also linear. The requiremert is to provide tachometer feedback in a minor loop so that $M_{p}(\omega)=2.0$. The block diagram of the system now is figure (5.2).

As has been previously shown, the PARAMS program can solve this aspect of the problem. ${ }^{4}$ The transfer function of the system is now.

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{6}{s^{3}+3 s^{2}+2 s+6+6 K_{t} s} \tag{5.3}
\end{equation*}
$$

where $K_{t}$ is the gain of the tachometer feedback element. The PARAM-5 subprogram of the PARAMS program provides an easy method for determining $K_{t}$ when $M_{p}(\omega)=2.0$. Figure (5.3) gives a plot of $K_{t^{\prime}}$, tachometer feedback gain, versus the magnitude of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$. Constant $\omega$ curves have been drawn on the plot for the region of frequency that is of interest. A vertical line is drawn at $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=2.0$. This line represents the desired $M_{p}(\omega)$. The intersection of any horizontal line with the constant $\omega$ curves gives the frequency response of the system. The ordinate value of this line is $K_{t}$. Thus the horizontal line at $K_{t}=0.35$ gives the desired $M_{p}(\omega)=2.0$ 。

[^0]

Figure 5.2 Third order feedback system with tackometer feedback


Figure $5.3 \mathrm{~K}_{\mathrm{t}}$ versus $\frac{\mathrm{out}_{\text {in }}}{\hat{i n}}$ magnitude for design problem

The last step in the design is to change $M_{p}(\omega)$ so that $M_{p}(\omega)=1.2$. This is to be done by putting either a nonlinear or linear element in the minor feedback path. This additional requirement changes the block diagram so that it now looks like figure (5.4), where $\beta$ represents the gain of the nonlinear or linear element. Many techniquess can be used for designing a compensator to accomplish this new requirement. However in this particular case, a restriction will be placed on the system. The requirement is that the compensator be either a constant gain device, i.e., an amplifier or attenuator, or a variable gain device, such as a single-valued nonlinearity.

The next step in this design is similar to the previous step. A plot of nonlinear or linear gain (or attenuation) versus $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ magnitude $\left(M_{p}(\omega)\right)$ is to be made. This is done by the PARAM-5 subprogram of the PARAMS program. The plot is shown as figure (5.5). The ordinate is $\beta$, the linear or nonlinear gain, which ranges from 0.0 to 2.1 . The abscissa is $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ magnitude. A vertical line is drawn at $\frac{\text { out }}{\Theta_{\text {in }}}=1.2$. Because the requirements of the problem state that $M_{p}(\omega)=1.2$, no design solution can extend to the right of the $\frac{\Theta_{\text {in }}}{\Theta_{\text {in }}}=1.2$ line in figure (5.5). This region is shaded, and is a 'restricted design zone' as far as the design is concerned.

The final result in this design is to develop the shape of an element which, when put in the system for $\beta$ in figure


Figure 5.4 Third order system with linear/nonlinear compensator in tackometer feedback loop


Figure $5.5 \beta$ versus $\frac{\theta_{\text {out }}}{\Theta_{\text {in }}}$ magnitude for design problem
(5.4). gives the desired response. Before this can be obtained, steps similar to those in chapters 2,3 and 4 must be followed. These steps. however, must be reversed. Having determined in figure (5.5) the region in which design cannot take place, a relationship between this region and the variable $\beta$ is found. The relationship has the coordinates of $\beta$ and frequency. The next step is to find a relationship between $\beta$ and the signal going into the linear or nonlinear element, using the relationship between $\beta$ and $\omega$.

It is difficult to find a relationship between a variable gain, $\beta$, and $\Theta_{e}$ in terms of frequency. However, it is a relatively simple process to find a relationship between $\beta$ and $\frac{e}{\Theta_{i n}}$ in terms of frequency. Looking at figure (5.4),
$\frac{\Theta_{e}}{\theta_{\text {out }}}=K_{t} s=0.35 \mathrm{~s}$
Multiplying both sides of equation (5.4) by $\Theta_{\text {out' }}$
$\Theta_{e}=.35 \mathrm{~s} \Theta_{\text {out }}$

And dividing both sides of equation (5.5) by $\Theta_{i n}$.
$\frac{\Theta_{e}}{\Theta_{i n}}=0.35 \mathrm{~s} \frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$

By substituting $K_{t}=0.35$ into equation (5.3) and letting the nonlinear or linear element be represented by $\boldsymbol{\beta}$, equation (5.3) becomes,

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{6}{s^{3}+3 s^{2}+2 s+6+2.1 \beta_{s}} \tag{5.7}
\end{equation*}
$$

Substituting equation (5.7) into equation (5.6),

$$
\begin{equation*}
\frac{\Theta_{e}}{\theta_{i n}}=\frac{2.1 s}{s^{3}+3 s^{2}+2 s+6+2.1 \beta s} \tag{5.8}
\end{equation*}
$$

Equation (5.8) is used in the PARAM-5 subprogram to produce figure (5.6). Figure (5.6) has $\boldsymbol{\beta}$, the variable gain, as the ordinate and $\frac{e}{\Theta_{i n}}$ magnitude as the abscissa. The same constant $\boldsymbol{w}$ curves that are on figure (5.5) are on figure (5.6). Using $\beta$ and $\omega$ as the coordinates for the restricted design zone in figure (5.5), this zone can be transferred to figure (5.6). This restricted design zone represents the area in which design cannot take place. The line that is the left-hand boundary of the zone is the critical boundary which will be used to formulate a nonlinear element.

Referring to figure (5.4) again, it is seen that,

$$
\begin{equation*}
\beta=\frac{\Theta_{a}}{\Theta_{e}} \tag{5.9}
\end{equation*}
$$

And that.

$$
\begin{equation*}
\Theta_{a}=\beta \Theta_{e} \tag{5.10}
\end{equation*}
$$



Recalling that $\Theta_{i n}$ is assumed a constant, the abscissa of figure (5.6) is $\Theta_{e}$ when $\Theta_{i n}=1.0$. From equation (5.5) and figure (5.6), the restricted design zone with its lefthand boundary line can be reconstructed in a plot of $\Theta_{a}$ versus $\Theta_{e}$. where $\Theta_{a}$ is the signal out of the design element. This is depicted in figure $(5.7)$ and provides a ready means of design.

When looking at figure (5.7), a simple solution to the problem of making $M_{p}(\omega) \leq 1.2$ is seen immediately. The solution is to provide a constant gain of 2.0 or $\beta=2.0$. This constant gain is shown as a straight line in figure (5.7). This solution could have been seen in figure (5.6) by having a horizontal line at $\beta=2.0$. The $\beta=2.0$ line in figure (5.6) does not pass through the restricted zone. This solution is also seen in figure (5.5) as a $\beta=2.0$ line also. One could go back in the design process to where $K_{t}$ was being determined, from figure (5.3), it is seen that by making $K_{t}=.7$, a $M_{p}(w)=1.0$ is obtained. By making $\beta=2.0$, one is making a new $K_{t}$ i.e.. $K_{t}$ new $=\beta K_{t}$ for a constant $\beta$.

However, looking at figure (5.7)again, it is seen that a nonlinear design is also possible. One such nonlinear design is to have a relay with dead zone。 This relay is drawn on figure (5.7). For signals less than 0.25, the output is 0.0 . For signals greater than 0.25 , the


Figure 5.7 plot of $\theta_{a}$-signal out of the element, versus O-signal into the element, with restricted design zone and proposed designs
output is 1.5. The relay with dead zone describing curve (constant $\Theta_{i n}$ curve) can be redrawn in the following manner:

$$
\begin{equation*}
\beta=\frac{\Theta_{a}}{\Theta_{e}} \tag{5.11}
\end{equation*}
$$

which comes from figure (5.4). For this relay with dead zone,
$\Theta_{a}=0.0$
$\Theta_{\mathrm{e}} \leq 0.25$
$\theta_{a}=1.5$
$\theta_{e} \geq 0.25$
Substituting equation (5.12) into equation (5.11).

$$
\begin{array}{ll}
\beta=\frac{0.0}{\Theta_{e}} & \Theta_{e} \leq 0.25 \\
\beta=\frac{1.5}{\Theta_{e}} & \Theta_{e}=0.25
\end{array}
$$

And dividing both the numerator and denominator of the right-hand side of equation $(5.13)$ by $\Theta_{i n}$ and letting $\Theta_{i n}=1.0$ for part of the numerator.

$$
\begin{array}{ll}
\beta=0.0 & \frac{\Theta_{e}}{\Theta_{i n}} \leq 0.25 \\
\beta=\frac{\Theta_{i n}}{\Theta_{e} / \Theta_{i n}} & \frac{\Theta_{e}}{\Theta_{i n}} \geq 0.25
\end{array}
$$

From equation (5.14), a table may be constructed similar to those in the previous chapters. The entering value is $\frac{e}{\Theta_{i n}}$, and the value read off is $\beta$, the nonlinear variable gain. $\frac{e}{\Theta_{i n}}$ is the abscissa of figure (5.6) and $\beta$ is the ordinate of figure (5.6). The result is table (V.l). With table (V.l), the constant $\Theta_{i n}$ curve for the relay can be reconstructed on figure (5.6). However, since figure (5.6) does not cover the range of $\beta$ and $\frac{e_{i n}}{\Theta_{i n}}$ needed, a new plot is obtained. This plot is figure (5.8) where $\beta$ goes from 0.0 to 6.0 and $\frac{e_{i}}{\Theta_{i n}}$ goes from 0.0 to 2.4. It is the same plot as figure (5.6), except that the scales have been expanded. The restricted design zone is reconstructed on figure (5.8). Now the constant $\Theta_{i n}$ curve for the relay with dead zone is plotted on figure (5.8). The intersection of the constant $\Theta_{i n}$ curve and the $\omega$ curves gives the relationship between $\beta$ and $\omega$. Using this relationship in figure (5.8), the closed loop frequency response can be reconstructed to show that the relay does meet the specifications.

The PARAM-7 subprogram of the PARAMS program is used to reconstruct the closed loop frequency response. This plot is figure (5.9) and has $\frac{\text { out }}{\boldsymbol{O}_{\text {in }}}$ magnitude ( $d B$ ) versus $\omega$, with constant $\beta$ curves of $\beta=0.0,0.5,0.75,1.0$, 1.25, 1.5, 1.75, 2.0, 2.25, 2.5, 2.75, 3.0, 3.5, 4.0. 5.0 and 6.0 drawn on it. The frequency response for the relay is drawn on figure (5.9) , using the coordinates of $\beta$ and $\omega$

| $\frac{\Theta_{e}}{\Theta_{i n}}$ | $\beta$ |
| :---: | :---: |
| 0.0 | 0.0 |
| 0.1 | 0.0 |
| 0.2 | 0.0 |
| 0.25 | 0.0 |
| 0.25 | 6.0 |
| 0.3 | 5.0 |
| 0.35 | 4.28 |
| 0.4 | 3.75 |
| 0.45 | 3.33 |
| 0.5 | 3.00 |
| 0.55 | 2.73 |
| 0.6 | 2.5 |
| 0.65 | 2.31 |
| 0.7 | 2.14 |
| 0.75 | 2.00 |
| 0.8 | 1.87 |
| 0.85 | 1.77 |
| 0.9 | 1.69 |
| 0.95 | 1.58 |
| 1.0 | 1.50 |
| 1.1 | 1.36 |
| 1.2 | 1.25 |
| 1.3 | 1.15 |
| 1.4 | 1.07 |
| 1.5 | 1.00 |
| 1.6 | 0.93 |
| 1.7 | 0.88 |
| 1.8 | 0.83 |
| 1.9 | 0.79 |
| 2.0 | 0.75 |

Table V.l $\quad \beta$ as a Function of $\frac{\Theta_{e}}{\Theta_{i n}}$ for the Relay with Dead Zone.


Figure $5.8 \beta$ versus $\frac{\theta_{e}}{\Theta_{i n}}$ magnitude with proposed relay with dead zone constant $\Theta_{\text {in }}^{\text {in }}$ curve


Figure 5.9 Closed loop frequency response of design problem with proposed design solutions
from figure (5.8). It is seen in figure (5.9) that the system with the relay does satisfy the conditions that $M_{p}(\omega) \leq 1.2(1.58 \mathrm{~dB})$. Also drawn on figure (5.9) is the linear design solution, $\beta=2.0$, which also satisfies the design conditions. A $\beta=1$ curve is drawn on figure (5.8) to show the response of the system after determining $K_{t}$ but before the design of the linear/nonlinear element. The solution has been checked by analog simulation and the results are plotted on figure (5.9) by "x's". The analog solution checks closely with the graphical design.

The steps in the design are summarized below. According to the problem, some steps may be eliminated while other steps may have to be added to solve the particular problem.

1. After all linear design and compensation have been completed, with only the nonlinear design left, obtain a plot of $\beta$, the variable gain of the nonlinear element, versus $\frac{\Theta_{\text {out }}}{\Theta_{i n}}$ the magnitude, with constant $\omega$ curves drawn on the plot. This can be accomplished by using the PARAM-5 subprogram of the PARAMS program or some other similar computer program. The plot corresponding to the example in this chapter is figure (5.5).
2. Having obtained the plot in step 1 , draw on it the area in which design cannot take place (a restricted design zone). This zone is determined by the specifications of the problem and must be in terms of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ magnitude and frequency.
3. Obtain the transfer function of the signal going into the nonlinear/linear element with respect to the input signal into the system. In the problem of this chapter, this transfer function is $\frac{e}{\Theta_{i n}}$. Using the transfer function with $\beta$ representing the variable gain, obtain a second plot of $\beta$ versus this transfer function with the same $\omega$ curve as were drawn in the plot in step 1 . This corresponds to figure (5.6) in this chapter.
4. Using the coordinates of $\beta$ and $\omega$ from the plot in step l. transfer the restricted design zone to the plot obtained in step 3. One now has a relationship for the restricted design zone in terms of $\beta$ and $\frac{e}{\Theta_{i n}}$.
5. Because $\Theta_{i n}$ must be specified as a constant to obtain the response of a system with a nonlinear element, the plot of step 3 is a relationship between $\beta$ and $\Theta_{e}$ for the restricted design zone. From this relationship, a plot of $\Theta_{a}$ (the signal out of the linear/nonlinear element) versus $\Theta_{e}$ (the signal into the element) can be drawn. The restricted design zone is then drawn on this plot. This new plot corresponds to figure (5.7) in this chapter.
6. From this plot in step 5, any linear nonlinear element can be designed that does not fall into the restricted design zone. The nonlinear element must be a single-valued nonlinearity, however.
7. Make a table of $\beta$ as a function of $\frac{\Theta_{e}}{\Theta_{i n}}$ for the element that was designed. This is done by using the plot
in step 6 , realizing that $\beta=\frac{\Theta_{a}}{\Theta_{e}}$ and that $\Theta_{i n}$ is a constant. This corresponds to table (V.l) in this chapter.
8. Having obtained this table in step 7。 plot the designed element constant $\Theta_{i n}$ curve on the plot of step 5. The coordinates of the constant $\Theta_{i n}$ curve are $\beta$ and $\frac{e}{\Theta_{i n}}$ and come from the table in step 7. Having plotted the constant $\Theta_{\text {in }}$ curve on this plot, one now has the relationship between $\beta$ and $\omega$ for the constant $\Theta_{i n}$ curve. This relationship comes from the intersection of the designed element's constant $\Theta_{i n}$ curve and the constant $\omega$ curves.
9. The final step is the reconstruction of the closed loop frequency response. The open loop frequency response can be obtained in the same manner, except by using the open loop transfer function rather than the closed loop transfer function. Obtain a plot of $\frac{\theta_{\text {out }}}{\Theta_{\text {in }}}$ versus the frequency, with constant $\beta$ curves. The values of $\beta$ of the design element should determine what $\beta$ curves are needed in this plot. Replot the constant $\Theta_{\text {in }}$ curve onto this plot using the coordinates of $\beta$ and $\omega$ found in step 8 . The constant $\Theta_{i n}$ curve on this plot should satisfy the design specifications.
B. SECOND DESIGN PROBLEM

In the previous analysis and design examples, the nonlinearities were functions of the signal into the element. A second type of nonlinearity is one that is a direct
function of frequency. The analysis techniques of this thesis can be used for this second type of nonlinear element. To illustrate how these techniques are used, a design problem is worked.

The block diagram of the second design problem is figure (5.10). This system is the same example as was used nchapter II. $\alpha$ represents the nonlinear element which will be used to change the frequency response. From figure (5.10), the closed loop transfer function is,

$$
\begin{equation*}
\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}=\frac{600 \alpha}{s^{4}+18 s^{3}+95 s^{2}+150 s+600 \alpha} \tag{5.15}
\end{equation*}
$$

Using the equation $(5.15)$ and the PARAM-7 subprogram, a plot of $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}(d B)$ versus $\omega$ is obtained. This plot is figure (5.11) and has constant $\alpha$ curves plotted on it. Also on figure (5.11) is the desired frequency response of the system. The desired frequency response can be described in terms of $\alpha$ and $\omega$ from figure (5.11).

From figure (5.10) $\frac{\Theta_{e}}{\Theta_{i n}}$ is written,

$$
\begin{equation*}
\frac{\Theta_{e}}{\Theta_{i n}}=\frac{s^{4}+18 s^{3}+95 s^{2}+150 s}{s^{4}+18 s^{3}+95 s^{2}+150 s+600 \alpha} \tag{5.16}
\end{equation*}
$$

With equation (5.16) and the PARAM-5 subprogram, a plot of $\alpha$ versus $\frac{\Theta_{e}}{\Theta_{i n}}$ is made. This plot is figure (5.12) and has constant $\omega$ curves drawn on it. Using the coordinates of $\alpha$ and $\omega$, the desired frequency response can be


Figure 5.10 Block diagram of second design problem


Figure 5.11 Desired closed loop frequency response of second design problem

replotted from figure (5.11) onto figure (5.12). As can be seen in figure (5.11), the desired solution is a function of frequency, not a function of $\frac{\Theta^{e}}{\Theta_{i n}}$ as was the case in previous examples. If the solution were a function of $\theta$ $\frac{e}{\Theta_{i n}}$, then for a given frequency, there would be two values of gain in figure (5.12). This would not give the proper frequency response. Figure (5.12) gives the desired solution in terms of $\alpha$ and $\omega$ with $\frac{e}{\Theta_{i n}}$ as a third parameter. $\frac{e}{\Theta_{i n}}$ can only be used as a parameter when $\frac{e}{\Theta_{i n}}$ is given with an associated value of frequency.

It can be clearly seen from figure (5.12), that for $\boldsymbol{\omega} \leq 1.5$, the gain, $\boldsymbol{\alpha}$, is 0.4. Between $\boldsymbol{\omega}=1.5$ and $\boldsymbol{\omega}=3.2$, the nonlinear device would have a gain varying bewteen 0.4 and 0.7. For $\omega \geq 3.2$, the gain of the element would be 0.7. This description of the nonlinear device can also be seen on an input-output plot of the nonlinear element. This diagram is figure (5.13) where a straight line segment represents the constant gain of the element.

The response of the system is not dependent on $\Theta_{i n} \cdot$ Thus, for this design solution, the frequency response is the same for all values of $\Theta_{i n}$. The realization of the desired nonlinear element could possibly consist of a variable amplifier with a frequency discriminator to determine what the gain of the element should be at a certain frequency.


Figure 5.13 Characteristics of the nonlinear element of the second design problem

## VI. DISCUSSION, CONCLUSIONS

AND AREAS OF FUTURE STUDY

## A. DISCUSSION

The accuracy of the solution of both the analysis and design depends on graphical accuracy. The plots made by the digital computer were accurate enough for the study. Any errors in the solutions came from plotting of the curves by hand and reading the data from the plots. In some cases where the scale of the plots was small and accuracy was critical, some small errors appeared in the solution.

All the examples, except for the open loop analysis, were checked by analog simulation. Appendix A explains the simulation. The nonlinear elements were simulated by using electronic switching and digital logic circuits. As a result, the nonlinear elements are ideal elements. In a real example, these elements may not be ideal, but instead show different characteristics. This presents no problem when using these analysis and design techniques as long as the nonlinear element remains single-valued. Any single-valued nonlinearity can be used in the analysis and design.

## B. CONCLUSIONS

The main conclusion to be drawn from this study is that a workable, practical and reliable method has been developed to obtain the open and closed loop frequency response of
systems with a single-valued nonlinearity. This includes both magnitude and phase response. The method is fast. accurate, gives a graphical solution and involves no laborious calculations.

The method of analysis can be reversed and be used for synthesis without complicating the problem. The design techniques show clearly what are the possible design solutions, linear and nonlinear, including their exact parameters. As in the analysis, the nonlinear elements are restricted to single-valued elements. As shown in the second design problem, the analysis techniques can also be reversed to handle design solutions that are a function of only the frequency of the system. The desired frequency response remains independent of the magnitude of the signal going into the system.

The primary problem was finding the relationship between the nonlinearity and the frequency of the system. This method provides a very simple technique which permits the nonlinearity to be expressed as a variable gain and relates this gain to the frequency of the system simply and accurately.

The analysis techniques can be used for predicting jump resonance. The prediction includes not only the fact that jump resonance will occur but also the frequency of the jump resonance. This prediction can be made in the
first few steps of the analysis. The final frequency response shows the jump resonance in both magnitude and phase.
C. AREAS OF FUTURE STUDY

One of the basic areas that needs investigation is in the phase domain. With slight modification to the PARAMS program, phase can be added as one of the variables in plots other than just the PARAM-7 frequency response plot.

With the addition of phase, an extension of this
method may be possible so that two-valued nonlinearities could be analyzed. These nonlinearities could include backlash, negative deficiency, two-position relay, etc. These types of nonlinearities could also possibly be studied by breaking them down into real and imaginary parts and using the two parameter capability of the PAIAMS program to handle these two parts.

Another area left unexplored is analyzing the system with two single-valued nonlinearities. This could be developed as follows. The last step in the analysis technique was replotting the constant $\Theta_{i n}$ curve to a plot of $\Theta$ $\frac{\text { out }}{\Theta_{\text {in }}}$ versus $\omega$ to obtain the frequency response. Instead of doing this replotting, transfer the constant $\Theta_{i}$ in curve to a plot of the nonlinear gain versus $\frac{\Theta_{\text {out }}}{\text { in }^{o u}}$. In the PARAMS program, some element had to be designated as another parameter value and held constant for the analysis. By making a series of plots of nonlinear gain versus $\frac{\Theta_{\text {out }}}{\Theta_{i n}}$
with the constant $\Theta_{\text {in }}$ curve, each plot having the second parameter set to a different value, a three dimensional surface of the constant $\Theta_{\text {in }}$ curve is developed. The coordinates would be $\alpha$, the nonlinear gain, $\beta$, the second parameter, $\frac{\Theta_{\text {out }}}{\Theta_{\text {in }}}$ and $\omega$. By repeating this with a second nonlinear element, a second constant $\Theta_{i n}$ surface is obtained. The intersection of these two surfaces at a certain $\omega$ and $\Theta$ out gives the closed loop frequency response of the sysin tem with two nonlinear elements.

This technique just described would be of course very laborious. It could be greatly simplified by developing a digital computer program which would find the surfaces and their intersections. This could then be extended into a four dimensional space program to handle three nonlinearities, five dimensional space to handle four nonlinearities, etc.

## APPENDIX A. ANALOG SIMULATION

The analog simulation was performed on the Donner $10 / 20$ analog computer and two EAI TR-20 analog computers. The Donner $10 / 20$ was used to simulate the linear portion of the system and the two EAI TR-20s were used to simulate the nonlinear element.

The simulation of the linear portion of a system was done by conventional analog simulation techniques. The main consideration was to preserve the position of the nonlinear element in the circuit so that no accidental manipulation occurred. This manipulation would correspond to incorrectly manipulating a block diagram with a nonlinear element. The reason for this care is the fact that the response of a system is a function of where the nonlinearity is placed in the system.

Scaling had to be used throughout the simulation and particularly in using the Donner with the two EAI computers. The Donner is a 100 v . machine and the EAIs are a 10 v . machines.

The success of the total simulation rested with the nonlinear element simulation. For this two EAI TR-20 electronic comparators were used, one electronic comparator in each machine. Each electronic comparator consists of a comparator unit which produces binary outputs and two electronic switching units. The comparator and switches
have a switching time of $1.0 \mu \mathrm{sec}$. and the comparator has a switching sensitivity of $\pm 1.0 \mu \mathrm{v}$. The block diagram of one electronic comparator is shown in figure (A.l). 5

The electronic comparator can be patched so that it compares two inputs, $X$ and $Y$, so that,

$$
\begin{array}{ll}
X+Y \geq 0.0 & E_{O}=E_{1} \\
X+Y<0.0 & E_{O}=E_{2} \tag{A.1b}
\end{array}
$$

Where $E_{1}$ and $E_{2}$ are two arbitrary inputs and $E_{o}$ is the output of the electronic comparator.

One electronic comparator was used for positive signals and the other electronic comparator was used for negative signals. Two examples are worked to show how the units were used.

The first example is an ideal relay (such a figure (3.18)) where it is desired that for all positive signals into the relay, the output is 4.0 volts. For all negative signals into the relay, the output is -4.0 volts. For the first electronic comparator, $X$ is the input signal, $Y$ is zero, $E_{1}$ is 4.0 volts and $E_{2}$ is the input signal. Thus, when $X+Y \geq 0.0$, which is when the input signal is greater than zero, the output from the first electronic comparator is $E_{1}$ or 4.0 volts. When $X+Y<0.0$. which is

5
Electronic Associates. Inc. TR-20 Computer Operator's Reference Handbook. 1964.


Figure A. 1 EAI TR-20 edectronic comparator
when the input signal is negative, the output of the comparator is $\mathrm{E}_{2}$ or the negative portion of the input signal. The output, $E_{o}$, of the first electronic comparator is made the X and the $\mathrm{E}_{1}$ of the second electronic comparator. The $Y$ is zero and $E_{2}$ is -4.0 volts. Thus when the output of the first electronic comparator is negative, the output of the second electronic comparator is -4.0 volts. When the output of the first electronic comparator is positive, the output of the second electronic comparator is +4.0 volts which is the only positive output of the first electronic comparator.

The second example is a dead zone element whose dead space extends $\pm 4.0 \mathrm{v}$. Let the input into the dead zone element be represented by the symbol IN. For the first electronic comparator $X=I N, Y=4.0 \mathrm{~V} ., \mathrm{E}_{1}=\mathrm{IN}-4$. and $E_{2}=0.0$. Thus for positive signals greater than +4.0 v., the output, $\mathrm{E}_{\mathrm{Ol}}$, of the first electronic comparator is IN-4. For signals less than $+4 ., \mathrm{E}_{01}=0.0$. For the second electronic comparator let $X=I N, Y=+4 \ldots E_{1}=E_{01}$ and $E_{2}=I N+4$. Thus for signals less than 4.4 the output, $\mathrm{E}_{\mathrm{O} 2}$. is $\mathrm{IN}+4$. For signals greater than $-4 .$. $\mathrm{E}_{02}=\mathrm{E}_{\mathrm{Ol}}$ which is zero for $-4.0 \leq I N \leq 4.0$ and IN - 4 . for $I N>4$.

With the switching time of $1.0 \mu \mathrm{sec}$. and sensitivity of $l \mu \mathrm{v} .$, the response is very good. The output of the second electronic comparator is fed back into the linear system with appropriate scaling.
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